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Abstract: This paper proposes an approach to analyze the dynamic stability and develop trajectory-
tracking controllers for flapping-wing micro air vehicle (FWMAV). A multibody dynamics simulation
framework coupled with a modified quasi-steady aerodynamic model was implemented for stability
analysis, which was appended with flight control block for accomplishing various flight objectives.
A gradient-based trim search algorithm was employed to obtain the trim conditions by solving the
fully coupled nonlinear equations of motion at various flight speeds. Eigenmode analysis showed
instability that grew with the flight speed in longitudinal dynamics. Using the trim conditions, we
linearized dynamic equations of FWMAV to obtain the optimal gain matrices for various flight speeds
using the linear-quadratic regulator (LQR) technique. The gain matrices from each of the linearized
equations were used for gain scheduling with respect to forward flight speed. The reference tracking
augmented LQR control was implemented to achieve transition flight tracking that involves hovering,
acceleration, and deceleration phases. The control parameters were updated once in a wingbeat cycle
and were changed smoothly to avoid any discontinuities during simulations. Moreover, trajectories
tracking control was achieved successfully using a dual loop control approach. Control simulations
showed that the proposed controllers worked effectively for this fairly nonlinear multibody system.

Keywords: biomimetic flapping-wing micro air vehicle; flight dynamics and stability; hovering and
forward flight; LQR optimal controller; dual loop position controller

1. Introduction

In recent years, research and development involving bio-inspired aerospace systems
have increased because of surging demands in micro and nano air vehicles for both
commercial and military applications with stringent size, nimbleness, concealment, and
space requirements. Moreover, these systems are also expected to possess high agility,
hovering capability, sudden obstruction avoidance, quick shifting from hovering to forward
speed and vice versa, and moving object tracking with smart navigation. These exceptional
features are common traits of nature-based flyers; therefore, scientists are trying to mimic
their remarkable flights. For this, a large amount of work has been done in the design and
development of micro-scale flying robots such as KUBeetle-S [1], autonomous FWMAV [2],
saturn aircraft [3], robobee [4], robotic dragonfly [5], ornithopter-type MAV [6], locust-like
small-scale robots [7], and entomopter [8]. Mimicking insects’ flight impose challenges
in several fields that still need detailed attention, including low Reynolds number-based
unsteady aerodynamics, mathematical modeling, flight dynamics, trim methodologies,
control approaches, miniature hardware requirements, lightweight materials, and power
system requirements.

Most of the FWMAV’s flight dynamics and control work in literature is based on
limitations and assumptions considering varying degree of complexity in various areas.
These questionable aspects include consideration of wing inertia [9], flexibility of wing [10],
nonlinearity of mathematical model [11,12], fidelity of the aerodynamic model [13,14], and
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consideration of the coupling between the planes of motion [15]. Different types of research
works are available that have ignored or adopted one or more of these aspects for the
FWMAV’s stability analysis and control implementation. This may result in less accurate
characterization of the system’s dynamic stability, and implementing control to it might
lead to incorrect results in flight performance analysis.

Three assumptions are chiefly employed while deriving the nonlinear equations of
motion: neglecting the wings inertial effects, averaging the FWMAV’s body dynamics over
each flapping cycle, and linearizing the nonlinear time-periodic (NLTP) model for ease in
stability characterization and control implementation [15,16]. Using these assumptions,
the eigenvalue analysis technique is used for stability characterization. Most of the earliest
studies have ignored the wings inertial effects on the complete FWMAV’s system for
either stability and/or control work [11,17–25]. Taylor and Thomas [11,17] were the first
to analyze the dynamic flight stability of flapping wings flight but also ignored the wing
inertial effects like other studies [18–25]. However, Orlowski and Girard [9] in their
simulations compared the results with and without the wing inertia. The simulations
comparison showed that neglecting the wing inertia caused a significant difference in the
results. Similarly, some researchers reported that considering the wing inertia is necessary
to accurately understand and simulate the FWMAV system [26–30].

Another simplifying assumption is that most of the stability analysis studies for
hovering and/or forward flight are conducted on the basis of averaging of the body
dynamics over each flapping cycles [11,17–19,21,22,25]. Averaging theorem is based on
the singular perturbation theory, and smaller errors are expected for higher flapping
frequencies as suggested by Taha et al. [16]. Moreover, the third assumption of linearizing
the NLTP model to linear time invariant (LTI) model for undergoing the stability analysis
of FWMAVs is also widely adopted [11,19,31]. Dietl and Garcia [20] utilized floquet theory
for analyzing the dynamic stability using a linearized time-periodic (LTP) model, which is
also supported by other researchers [16,32,33]. In contrast, some studies have used direct
time integration approach to solve the fully coupled nonlinear FWMAV model for stability
analysis, which incorporates NLTP effects [12,15,34].

Regarding aerodynamics, many studies are available that used either high-fidelity or
low-fidelity models with their own advantages and disadvantages. High-fidelity models
include computational fluid dynamics (CFD), which are related to the direct numerical
simulations (DNS), such as employed by Sun and Xiong [25], Sun et al. [19], Gao et al. [35],
and Xiong and Sun [31]. Although these high-fidelity models much better incorporate
the unsteady flow effects, they are computationally very expensive and may not be the
optimal choice for intensive stability analysis and control simulations, as discussed by
Taha et al. [16]. On the other hand, low-fidelity aerodynamic models, such as steady
and quasi-steady (QS) models, consume less computational cost and time and produce
reasonable results for both stability and control analyses. The steady state models are based
on different aerodynamic theories: actuator disk theory as utilized by Pennycuick [36]
and Ellington [37], lift line theory devised by Prandtl and employed by Phlips et al. [38],
and vortex ring theory as suggested by Ansari [39]. In contrast, basic QS aerodynamic
models suggest that the instantaneous forces on the wings are fully dependent on the
instantaneous flapping velocity, rotational angle, and wing’s design, regardless of the
flow field. Xuan et al. [40] reviewed these aerodynamic models and categorized them as
Osborne, Walker, and Dickinson models, which are based on blade element theory that
ignores span wise flows and wake-related unsteady effects. However, the modified QS
model in the current study considered the additional lift from leading edge vortex (LEV)
and the effects of wing rotation as discussed in previous studies [41,42].

Dynamic stability has been extensively studied because most insect-like FWMAVs
do not have tail wing for stabilization. Taha et al. [43] conducted a longitudinal stability
analysis of the averaged and linearized dynamics of hovering insects. They found that the
mean angle of attack and flapping frequency have effects on damping in longitudinal plane.
Sun et al. [19] also analyzed the hovering flight regarding longitudinal flight dynamics
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characteristics of four different insects. They found that all of the four insects have one
unstable oscillatory mode, one stable fast subsidence mode, and one stable slow subsidence
mode. Au and Park [44] showed that modes of FWMAV can be changed depending upon
the location of the center of gravity position. Regarding forward flight, some studies
were also conducted for different insect models [10,31,45]. These studies showed that in
longitudinal plane, all of the insect models are unstable. Moreover, Cheng and Deng [46]
explained the principles of the flapping counter torque (FCT), which results in significant
damping in system dynamics.

In order to control FWMAV, which is a nonlinear system, both linear and nonlinear
control methods have been applied. For linear control methods, Oppenheimer et al. [47]
used wing bias as the control input. The difference in flapping frequency between upstroke
and downstroke was generated by the wing bias. A linear controller was designed to track
the trajectory in three-dimensional space. Moreover, Loh et al. [48] used the proportional–
integral–differential (PID) controller for the hovering FWMAV. Flapping frequency, phase
difference of wing kinematics, and shift in center of gravity were used as the control inputs.
For nonlinear control method, Khanmirza et al. [49] designed a controller with quaternion-
based dynamic wrench method for trajectory tracking. With that controller, the FWMAV
achieved the cruise and the Cuban-8 maneuvers. Banazadeh and Taymourtash [50] applied
an adaptive sliding mode technique for position control in the presence of uncertainties.
Three control inputs were used: flapping amplitude, stroke plane angle, and phase of
flapping motion. Desired trajectory can be followed without prior information about
uncertainties. Although the above research works have provided essential information
for FWMAV control, these studies have ignored the wing inertia effects in their control
simulations. A few researchers have considered the wing inertial effects in their control
simulations [14,51,52].

A few previous studies have dealt with multibody model incorporating the wing
inertia effect and FWMAV dynamics–aerodynamics coupling. Since the multibody model
of a novel flapping wing rotor (FWR), which included the wing inertia, agreed well with
experimental results [53], the current study also incorporated the wing inertia effect. The
current study employed a multibody dynamics simulation framework that was appended
with a gradient-based trim search algorithm to find the trimmed wing kinematics and
initial conditions for velocities to obtain a linear periodic-based solution for the nonlinear
FWMAV model, which has been ignored in previous studies [19,25,31]. These previous
studies neglected the influence of FWMAV’s body dynamics and dynamics–aerodynamics
coupling and did not provide the periodic solution in free-flying conditions as asserted
by Kim et al. [45] and Wu et al. [54]. Additionally, the current study utilized a modified
quasi-steady (QS) aerodynamics model that considers the wing pitching moment effect,
added-mass effect, and rotational flow effect and accounted for the shift in the aerodynamic
center at higher angles of attack. Using the simulation framework, we characterized
longitudinal dynamic stability for simplified wing kinematics, as it is suitable for control
implementation purposes. Regarding FWMAV control, previous studies have considered
controlling only the hovering or low forward speeds conditions [48,55], while some studies
have ignored wings inertial effect in controlling the FWMAV [48–50,55–58]. However, the
current study considered controlling the hovering condition, forward flight conditions,
transition flight conditions, and trajectories tracking while considering the wings inertial
effects. Since dynamic characteristics, trim conditions, and aerodynamics characteristics
vary with the flight speed of the FWMAV, the controllers designed by linearizing the system
around hovering state cannot function well when the FWMAV is required to accelerate.
Consequently, a transition flight controller was designed that utilizes speed-dependent
gain scheduling to account for our parametric varying nonlinear system. Using the trim
search results, we linearized the equations of motion at various flight speeds to obtain
the optimal gain matrices using the LQR control technique. These gain matrices were
utilized to model the gain function that varies with the forward speed references. This
speed-dependent gain matrix function is input to the feedback control loop of the FWMAV
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in control simulations such as transition flight tracking that involves hovering, acceleration,
constant speed, deceleration, and hovering phases. Results show the controller worked
well with varying forward flight speed references. Moreover, previous studies have used
complicated nonlinear control methods for position controlling [14,51,52]; however, in
the current study, by adjusting forward speed references with a proportional-integral
(PI) controller that uses position errors as input, we tracked various reference trajectories
with increasing level of complexity to validate the effectiveness of our position controller.
Control simulations showed that combinations of different linear control techniques work
well to effectively control both the linear and nonlinear models.

The rest of the paper is organized as follows: In Section 2, the materials and methods
are presented, including FWMAV model and coordinate systems definitions, details of the
wing kinematics and aerodynamic model, the multibody dynamics simulation framework,
and the gradient-based trim search algorithm. It also details the linearization of nonlinear
equations of motion for the FWMAV system. Moreover, it explains the design of the
controller for transition flight tracking by obtaining optimal gains with the augmented LQR
control technique and the design of trajectory tracking controller. Results and discussion
are presented in Section 3. Firstly, it shows the results of stability characterization for
longitudinal dynamics in both hovering and forward flight. Next, the results of fixed
flight conditions’ control and transition flight control are discussed. Furthermore, Section 3
details the results of various reference trajectories tracking. Finally, concluding remarks are
presented in Section 4.

2. Materials and Methods
2.1. FWMAV Multibody Model and Coordinate Systems
2.1.1. FWMAV Multibody Modeling

In this study, a full-scale multibody dynamic model of a hawkmoth-like FWMAV
is considered. The reference insect is modeled into five rigid parts: head, thorax, and
abdomen that form the main body and a pair of wings to precisely locate the center of
gravity as shown in Figure 1 [10,15,35,45,59]. Since the fore and hind wings flap in a
synchronous manner, they are assembled as a single wing. Each wing is connected to
the thorax with a 3 degrees of freedom (DOF) revolute joint, while the head, thorax, and
abdomen are connected with fixed joints. The morphological parameters for the reference
hawkmoth-like FWMAV are obtained from Gao et al. [35], Ellington [59], Hedrick and
Daniel [60], and O’Hara and Palazotto [61]. Each wing is divided into five strips of width
∆r for applying the QS aerodynamic model as depicted in Figure 1. Figure 1 and Table 1
detail the morphological data and nomenclature related to the reference FWMAV model
utilized in this study.
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Table 1. Morphological parameters and nomenclature of the reference hawkmoth-like FWMAV.

Parameter (Unit) Description Value

ms (mg) Total system’s mass 1437.5
mw (mg) Single wing’s mass 48.3
Ls (mm) Total length of the system (anterior tip to posterior tip) 40.2
Rw (mm) Wing span 48.3
r2 (mm) Radius of second moment of wing area 24.6
tw (mm) Wing thickness 3.7 × 10−2

Sw (mm2) Single wing area 879.8
c (mm) Mean aerodynamic chord 18.1
l1 (mm) Distance between center of mass (CG) and wing-pivot point 10.9
l (mm) Distance between center of mass (CG) and anterior tip 20.5

Iyy (kg·mm2) Mass moment of inertia of the system 0.28
χo (o) Trimmed body pitch angle Trimmed result
βo (o) Trimmed stroke plane angle Trimmed result

fo (Hz) Trimmed flapping frequency Trimmed result
φo (o) Trimmed stroke positional angle Trimmed result
αo (o) Trimmed feathering angle Trimmed result
f (Hz) Flapping frequency Wing kinematics
φ (o) Stroke positional angle Wing kinematics
α (o) Feathering angle Wing kinematics

2.1.2. Coordinate Systems

To model the 6-DOF FWMAV system, we used six different coordinate systems, as
shown in Figure 1. Global coordinate system [xG yG zG] is used for defining the global
locations, attitudes, and linear and angular velocities of the system. This frame is utilized
in obtaining equilibrium conditions of the model at different flight speeds. It is also used
for reference trajectories tracking. Body coordinate system [xb yb zb] is connected to the
location of the overall center of mass of the system. All body flight states are defined in this
coordinate system. When all Euler angles for FWMAV attitudes are zero, the xb axis of this
frame is parallel to the xG axis. The yb axis stretches out to the right wing’s tip. The body
pitch angle χ is defined as the angle between the xG axis and the body longitudinal axis.
The positioning of the body coordinate system with respect to the global coordinate system
is parameterized by this sequence of Euler angles: Ψ (yaw), Θ (pitch), and Φ (roll). Stroke-
plane coordinate system [xsp ysp zsp] is the key frame to describe the resultant aerodynamic
forces and moments. The induced aerodynamics forces and moments by the 6-DOF body’s
motion are added to the instantaneous ones as produced by each aerodynamic strip in this
frame. The angle β between the xsp axis and the xG axis is defined as the stroke-plane angle.
Wing-fixed coordinate system [xw yw zw] is defined at the wing-base pivot point. The yw
axis of this coordinate system is stretched out in the span-wise direction and defines the
wing pitching axis. The wing-fixed coordinate system defines the wing kinematics on the
basis of the stroke-plane coordinate system. Aerodynamic strip coordinate system [xstr ystr
zstr] is connected to each of the aerodynamic strips of both of the wings. The purpose of
this coordinate system is to describe the periodic aerodynamic forces and moments on each
of the strip along the wingspan by applying the blade-element theory on the basis of the
experimentally obtained aerodynamic coefficients. Lastly, the trim coordinate system [xtrim
ytrim ztrim] is defined when the trim conditions are searched during the implementation of
the trim search algorithm. The xtrim axis of this coordinate system is parallel to the global
coordinate system’s xG axis during trimmed state. This coordinate system is attached to
the center of mass of the FWMAV model.

2.2. Wing Kinematics and Aerodynamic Model
2.2.1. FWMAV Wing Kinematics

For the stability and control analyses of the FWMAV, we employed a simplified
wing kinematics in the current study, and its comparison with measured hawkmoth wing
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kinematics is shown in Figure 2. The measured hawkmoth wing kinematics was extracted
from Willmott and Ellington [62]. The wing kinematics for FWMAV is modeled by a 3-DOF
revolute joint with three rotational angles at the wing-base pivot point. It is classified as
stroke positional angle φ(t), feathering or rotational angle α(t), and deviation angle θ(t).
Berman and Wang [63] detailed the simplified motion as shown in Equation (1). Here, the
coefficient Cα is the tuning coefficient for the feathering angle α(t), and it also alters the
stroke reversal time of the feathering angle. The simplified wing kinematics used in this
study is shown below:

φ(t) = φ0 − φamp sin(2π f t + π/2)
α(t) = α0 −

αamp
tanh(Cα)

tanh(Cα sin(2π f t))
θ(t) = 0

(1)

where f = flapping frequency, φamp = 55 deg, φ0 = mean stroke positional angle, αamp = 45 deg,
α0 = mean feathering or rotational angle, and Cα = 2.6, for the current work. This baseline
wing kinematics and flapping frequency are used as starting point to search the trim
conditions at each flight speed. The control simulations show that flapping frequency,
mean stroke positional angle, and mean rotational angle give full control authority in
longitudinal plane.
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2.2.2. Quasi-Steady Aerodynamic Model

A modified semi empirical quasi-steady (QS) aerodynamic model was used in the current
study. The QS model was developed and experimentally validated by Han et al. [42]. This
model also considers the effect of wing pitching moment due to changing aerodynamic center
at higher angles of attack which was mostly neglected in previous studies [24,46,63,64]. For
the application of the blade element theory, Kim et al. [45] divided each wing into five
aerodynamic strips, and their longitudinal eigenvalues agreed well with the result of Cheng
and Deng [46]. Therefore, the present study also divided each wing into five strips as
a compromise between accuracy and computational time. The QS aerodynamic model
ignores the effect of the flight speed on aerodynamic coefficients. The net aerodynamic
forces and moments for one single wing are integrated along the wingspan and can be
represented as follows:

L = Ltranslational + Lrotational + Ladded−mass =
∫ Rw

0
CL

ρ

2
Vn

2cdr +
∫ Rw

0
CRρ

.
αnVnc2dr· cos α +

∫ Rw

0

π

4
ρc2(

..
φr) sin αdr· cos α (2)

D = Dtranslational + Drotational + Dadded−mass =
∫ Rw

0
CD

ρ

2
Vn

2cdr +
∫ Rw

0
CRρ

.
αnVnc2dr· sin α +

∫ Rw

0

π

4
ρc2(

..
φr) sin αdr· sin α (3)

M = Mtranslational + Mrotational + Madded−mass =
∫ Rw

0
CM

ρ

2
Vn

2c2dr +
∫ Rw

0
CRρ

.
αnVnc2dr·ε +

∫ Rw

0

π

4
ρc2(

..
φr) sin αdr·ε (4)



Aerospace 2021, 8, 362 7 of 32

Here, all calculations are performed for each strip and then integrated over the
wingspan for obtaining the overall instantaneous aerodynamics caused by the flapping
motion of the wings. The net lift L, drag D, and moment M can be computed by above
equations that are dependent upon the wing kinematics as presented earlier. The lift force
is along the zsp axis, drag force is along the xsp axis, and the wing pitching moment is about
the ysp axis. Here, the coefficients of lift, drag, and moment are represented by CL, CD, and
CM, respectively. The rotational force coefficient is represented by CR, the incident airflow
velocity on each strip of the wing is represented by Vn, the net effective angle of attack of
each strip is shown as αn, the air density is represented by ρ, the span-wise position of each
strip is shown as r, the chord length of each strip is indicated by c, the width of each strip is
shown by dr, and the distance from the yw axis to the half chord line is represented by ε,
which is used as the moment arm for moments calculations due to added-mass effect and
rotational force effect. The Vn is defined by Equation (5).

Vn = [(−yw_n
.
φ(t) + usp cos(|φ(t)|) + vsp sin(−φ(t)) + yw_n rsp)

2

+(yw_n
.
θ(t) + wsp + yw_n psp cos(φ(t)) + yw_n qsp sin (|φ(t)|)2]

1/2 (5)

where yw_n represents the location of each strip along the yw axis in the wing-fixed coor-
dinate system. All of the linear and angular velocity components are transformed to the
stroke-plane coordinate system from the body coordinate system and represented by the
subscript sp such as usp and rsp.

The modified QS aerodynamic model describing the aerodynamic coefficients for the
instantaneous forces and moments is based on the research of Han et al. [42] and is adopted
from Kim et al. [45] using experiments involving scaled-up hawkmoth wing in a mineral
oil tank (TOTAL Diel MS 7000). This model is represented by Equations (6)–(9).

CL(αn) = 1.511 sin(0.01297αn + 2.59) + 1.724 sin(0.03448αn − 0.5014) (6)

CD(αn) = 70.71 sin(0.03175αn + 0.1737) + 69.4 sin(0.03229αn + 3.319) (7)

CM(αn) = 12.77 sin(0.02357αn + 3.212) + 12.26 sin(0.02473αn + 0.07334) (8)

CR,theoretical = π(0.75− x̂0) (9)

where n represents the aerodynamic strip number, and x̂0 = x/c, where x is the distance
between the leading edge and the wing pitching axis yw. Note that since the effective angle
of attack and the incident airflow are dependent upon the wing kinematics and induced
velocity caused by the horizontal and vertical inflow components of all of the 6-DOF body
states, they are also incorporated in the modified QS aerodynamic model. This ensures the
accurate simulation of the flight dynamics by associating the time varying 6-DOF body
flight states to the aerodynamic model. The effective angle of attack of each strip αn is the
sum of the geometric angle of attack α(t) defined by the rotational angle of wing kinematics
and the angle of attack caused by the vertical and horizontal inflow components in the
stroke-plane coordinate system, as shown below. For more details about aerodynamic
model, refer to Kim et al. [45].

αn = α(t) + tan−1

(
yw_n

.
θ(t) + wsp + yw_n psp cos(φ(t)) + yw_n qsp sin(|φ(t)|)

−yw_n
.
φ(t) + usp cos(|φ(t)|) + vsp sin(−φ(t)) + yw_n rsp

)
(10)

2.3. Multibody Dynamics Simulation Framework and Trim Search Algorithm
2.3.1. FWMAV Multibody Dynamics Simulation Framework

A multibody dynamics simulation framework for the reference insect model was
employed in the current study for solving the nonlinear equations of motion, and it is
based on various flapping flight studies by Pfeiffer et al. [65], Kim and Han [15], and
Lee et al. [66]. The multibody dynamics code (MSC.ADAMS), is used for the development
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of this simulation framework, and the QS aerodynamic model (written in FORTRAN)
is integrated into it, as shown in Figure 3. Here, ADAMS solver requires the FWMAV
model, morphological data, kinematics constraints, and wing kinematics along with the
aerodynamic loadings. The forces and moments for the nonlinear model are evaluated on
the basis of the aerodynamic loadings from the QS aerodynamic model that requires the
wing and body parameters. For the multibody modeling, the model is composed of five
rigid bodies and four kinematics constraints. Two kinematics constraints join the three
bodies (head, thorax, and abdomen) with fixed joints, and two other kinematics constraints
link the two wings to the thorax with 3 degrees of freedom revolute joints. In ADAMS, the
nonlinear equations of motion for system are expressed in the form of differential-algebraic
equations (DAE formulation) as shown in Equation (11), which are dependent upon the
multibody model configuration and the constraints applied.

Ms
..
q + ηT

q λ− PTG(q,
.
q) = 0

η(q, t) = 0
(11)

where Ms represents the mass matrix of the dynamic system, q is the set of coordinates
depicting the displacements, η is the set of the model configuration and applied kinematics
constraints equations, λ represents the Lagrange multipliers for handling multiple con-
straints, G denotes the set of applied forces and gyroscopic terms of the inertial forces, PT

represents the matrix that projects the applied forces in the q direction, and ηq represents
the gradient of the constraints at any given state.

This simulation framework uses the GSTIFF integrator developed by Gear [67] to solve
the nonlinear DAE model. The solution process for this integrator occurs in two phases,
namely, the prediction phase and the correction phase. The integrator employs Taylor’s
series for the prediction phase, which is an explicit process. In contrast, the correction
phase (implicit process) occurs after the prediction phase, and it is based on the iterative
Newton–Raphson algorithm. For the convergence of the DAE integrator and other details,
refer to [15,45,65–67].

Aerospace 2021, 8, x FOR PEER REVIEW 8 of 32 
 

 

2.3. Multibody Dynamics Simulation Framework and Trim Search Algorithm 
2.3.1. FWMAV Multibody Dynamics Simulation Framework 

A multibody dynamics simulation framework for the reference insect model was em-
ployed in the current study for solving the nonlinear equations of motion, and it is based 
on various flapping flight studies by Pfeiffer et al. [65], Kim and Han [15], and Lee et al. 
[66]. The multibody dynamics code (MSC.ADAMS), is used for the development of this 
simulation framework, and the QS aerodynamic model (written in FORTRAN) is inte-
grated into it, as shown in Figure 3. Here, ADAMS solver requires the FWMAV model, 
morphological data, kinematics constraints, and wing kinematics along with the aerody-
namic loadings. The forces and moments for the nonlinear model are evaluated on the 
basis of the aerodynamic loadings from the QS aerodynamic model that requires the wing 
and body parameters. For the multibody modeling, the model is composed of five rigid 
bodies and four kinematics constraints. Two kinematics constraints join the three bodies 
(head, thorax, and abdomen) with fixed joints, and two other kinematics constraints link 
the two wings to the thorax with 3 degrees of freedom revolute joints. In ADAMS, the 
nonlinear equations of motion for system are expressed in the form of differential-alge-
braic equations (DAE formulation) as shown in Equation (11), which are dependent upon 
the multibody model configuration and the constraints applied. 

( , ) 0
( , ) 0

T T
s q

t
+ − =

=

M q η λ P G q q
η q

   (11) 

where Ms represents the mass matrix of the dynamic system, q is the set of coordinates 
depicting the displacements, η is the set of the model configuration and applied kinemat-
ics constraints equations, λ represents the Lagrange multipliers for handling multiple con-
straints, G denotes the set of applied forces and gyroscopic terms of the inertial forces, PT 
represents the matrix that projects the applied forces in the q direction, and ηq represents 
the gradient of the constraints at any given state. 

This simulation framework uses the GSTIFF integrator developed by Gear [67] to 
solve the nonlinear DAE model. The solution process for this integrator occurs in two 
phases, namely, the prediction phase and the correction phase. The integrator employs 
Taylor’s series for the prediction phase, which is an explicit process. In contrast, the cor-
rection phase (implicit process) occurs after the prediction phase, and it is based on the 
iterative Newton–Raphson algorithm. For the convergence of the DAE integrator and 
other details, refer to [15,45,65–67]. 

 
Figure 3. Multibody dynamics simulation framework for FWMAV model. 

2.3.2. Gradient-Based Trim Search Algorithm 
During the trimmed flight, all 6-DOF forces and moments are in equilibrium and do 

not require extra control efforts to maintain that state unless there are some perturbations. 
Trim flight conditions are evaluated for both hovering and forward flight conditions. Trim 
conditions are difficult to find for FWMAV model as it involves periodic changes in the 
aerodynamic forces and moments. In this study, a gradient-based trim search algorithm 

Figure 3. Multibody dynamics simulation framework for FWMAV model.

2.3.2. Gradient-Based Trim Search Algorithm

During the trimmed flight, all 6-DOF forces and moments are in equilibrium and do
not require extra control efforts to maintain that state unless there are some perturbations.
Trim flight conditions are evaluated for both hovering and forward flight conditions. Trim
conditions are difficult to find for FWMAV model as it involves periodic changes in the
aerodynamic forces and moments. In this study, a gradient-based trim search algorithm
was utilized that is based on the studies of Lee et al. [66] and Kim et al. [45]. This algorithm
finds the wing kinematics and initial conditions as shown in Equation (13) that satisfies the
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trim criteria mentioned in Equation (12). The overbar denotes the wingbeat cycle averaged
values that can be evaluated by Equation (14).

F = [Fx Fy Fz] = [0 0 msg]
M = [Mx My Mz] = [0 0 0]

x = [u w q Θ v p r Φ] = [uo 0 0 0 0 0 0 0]
(12)

[ fo, αo(t), φo(t), θo(t)]|F=M=0 (13)

F = 1
T
∫ bT

aT F(t) dt
T = 1/ f , t ∈ [aT, bT], a < b, f or all a, b ∈ Z

(14)

Here u, v, and w denote the translational velocities, and p, q, and r denote the rotational
velocities. Moreover, the subscript not-notation (like uo) represents equilibrium values in
the text. The trim search algorithm is represented in Figure 4.
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During the whole trim process, the flapping frequency fo, the stroke positional angle
φo, and the angle of rotation αo are searched until the trim is achieved. Firstly, the initial
conditions for wing kinematics, flapping frequency, velocities, and offset loadings (forces
and moment) are input to the system. The trim search algorithm only accounts for lon-
gitudinal direction forces, moment, and states because non-equilibrium lateral dynamics
does not exist, keeping in view the symmetric motion of the wings. Then, the simulation
starts and the averaged longitudinal motion forces and pitching moment along with the
averaged longitudinal motion linear and angular velocities are evaluated. These averaged
forces and moment values are compared to the equilibrium conditions, and if they are
greater than the specified error tolerance, the excessive forces and moment are evaluated
and subtracted temporarily to balance the system. Then, offset forces and moments are
updated to compensate for these differences and a new simulation starts. Otherwise, the
averaged velocities are evaluated and compared to the reference velocities. Again, if the
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differences of these velocities are greater than the specified error tolerance for the velocities,
then the initial velocities are updated, and a new simulation starts.

After each simulation, the offset forces and moment are accumulated to give the net
offset forces and moments. If these have reached zero or the specified error tolerance
then the trim is achieved; otherwise, the control effectiveness matrix B is evaluated by
Equation (15), and the flapping frequency, stroke positional angle, and rotation angle are
updated on the basis of Equation (16).

B =


∂FXG

∂ fo

∂FXG
∂φo

∂FXG
∂αo

∂FZG
∂ fo

∂FZG
∂φo

∂FZG
∂αo

∂MYG
∂ fo

∂MYG
∂φo

∂MYG
∂αo

 (15)

 ∆ fo
∆φo
∆αo


r

= B−1

 ∆FxG

∆FzG

∆MyG


r

,

 fo
φo
αo


r+1

=

 fo
φo
αo


r

+

 ∆ fo
∆φo
∆αo


r

(16)

Here, FXG and FZG represent the net offset forces (equivalent to the accumulated excess
forces), and MYG is the mean aerodynamic pitching moment (equivalent to the accumulated
excess moment) at the center of the gravity. From the gradient of the longitudinal motion
forces and moment with respect to the changes in the wing kinematics (Equation (15)),
we can evaluate the required changes in wing kinematics to compensate for the excess
forces and moment that are misbalancing the system dynamics by calculating the inverse of
control effectiveness matrix B as shown in Equation (16). The subscript r and r + 1 represent
the rth and (r + 1)th iterations, respectively. As the new simulation starts, the accumulated
forces and moments are set to zero. It is noteworthy that this algorithm considers the
aerodynamics–dynamics coupling during the convergence process for trim evaluation.

2.4. Equations of Motion and Linearization

The longitudinal dynamics 3-DOF equations of motion are now derived for the FW-
MAV for controller design in next section. Although the multibody dynamics simulation
model developed in Section 2.3 is a nonlinear model considering wing inertia, the model
is simplified in this section only for eigenmode analysis and linear controller design. LTI
model can be obtained by ignoring the wing inertia and averaging. It is important to note
that the multibody dynamics simulation is still used for calculating stability derivatives
of the LTI model. By assuming ignorable mass of the wings, neglecting the mean inertial
forces and moments during up and down strokes that cancel each other due to symmetric
nature of wing kinematics and using wingbeat cycle averaged approach, we derived the
equations of motion on the basis of standard aircraft’s model [68] and are expressed in
body coordinate system as follows:

X−msg sin Θ = ms(
.
u + qw)

Z + msg cos Θ = ms(
.

w− qu)
M = Iyy

.
q

(17)

Here, ms is the total mass of the FWMAV, and X, Z, and M represent the periodic
aerodynamic forces and moment because of the periodic motion of the wings.

To evaluate the dynamic stability of the FWMAV system and to design and implement
a controller on it, we linearized the nonlinear equations of motion by utilizing small
perturbation theory as per Nelson [68]. For linearization, nonlinear value can be converted
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to the sum of trim reference (wingbeat cycle averaged) value and a small perturbation
about it as follows:

u = uo + ∆u, w = wo + ∆w, q = qo + ∆q
.
u =

.
uo + ∆

.
u,

.
w =

.
wo + ∆

.
w,

.
q =

.
qo + ∆

.
q, Θ = Θo + ∆Θ

X = Xo + ∆X, Z = Zo + ∆Z, M = Mo + ∆M
(18)

Here, for satisfying the trim conditions, we can assume that
.
uo = 0,

.
wo = 0,

.
qo = 0,

and qo = 0. Moreover, uo 6= 0 and wo 6= 0 because of the forward flight speed and
up/down motion in the body coordinate system. Using previously discussed assumptions
and previous equations, we obtain Equation (19).

∆X−msg cos Θo∆Θ = ms

[
∆

.
u + wo∆q

]
∆Z−msg sin Θo∆Θ = ms

[
∆

.
w− uo∆q

]
∆M = Iyy∆

.
q

(19)

As the aerodynamic forces and moment are dependent upon the dynamic variables,
their changes can therefore be written as sum of aerodynamic derivatives as per Nelson [68].
These aerodynamic forces’ and moments’ derivatives with respect to dynamic variables
are expressed in Equation (20).

∂X
∂u = Xu, ∂X

∂w = Xw, ∂X
∂q = Xq,

∂Z
∂u = Zu, ∂Z

∂w = Zw, ∂Z
∂q = Zq,

∂M
∂u = Mu, ∂M

∂w = Mw, ∂M
∂q = Mq

(20)

Using Equation (20), the aerodynamic forces and moment terms in Equation (19) can
be written as follows:

∆X = Xu∆u + Xw∆w + Xq∆q
∆Z = Zu∆u + Zw∆w + Zq∆q

∆M = Mu∆u + Mw∆w + Mq∆q
(21)

After substituting the aerodynamic forces and moment terms in Equation (19) and
rearranging, we obtain the following standard state-space form of our 3-DOF longitudinal
FWMAV system (Equation (22)) [44,45]. This model is used for the controller design
and implementation.


∆

.
u

∆
.

w
∆

.
q

∆q

 =


Xu
ms

Xw
ms

Xq
ms
− wo −g

Zu
ms

Zw
ms

Zq
ms

+ uo 0
Mu
Iyy

Mw
Iyy

Mq
Iyy

0
0 0 1 0




∆u
∆w
∆q
∆Θ

 (22)

For longitudinal dynamic stability characterization, the nondimensionalization of
Equation (22) is carried out as per Equation (23).

ms
+ = ms

ρUST , g+ = gT
U , Iyy

+ =
Iyy

ρU2SwcT2

∆u+ = ∆u
U , ∆w+ = ∆w

U , ∆q+ = ∆qT
X+

u = Xu
ρUSw

, X+
w = Xw

ρUSw
, X+

q =
Xq

ρUSwc ,

Z+
u = Zu

ρUSw
, Z+

w = Zw
ρUSw

, Z+
q =

Zq
ρUSwc ,

M+
u = Mu

ρUSwc , M+
w = Mw

ρUSwc , M+
q =

Mq
ρU2SwcT

(23)

Here, U is the reference velocity given by 2 f r2φamp, T is 1/f or wingbeat cycle period,
c is the mean chord, and ρ is the air density. The nondimensionalized 3-DOF equations
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of motion for stability study is expressed in Equation (24), where A+
longitudinal is system’s

matrix in longitudinal direction.
∆

.
u+

∆
.

w+

∆
.
q+

∆q

 = A+
longitudinal


∆u+

∆w+

∆q+

∆Θ

 =


X+

u
ms+

X+
w

ms+
X+

q
ms+
− w+

o −g+

Z+
u

ms+
Z+

w
ms+

Z+
q

ms+
+ u+

o 0
M+

u
I+yy

M+
w

I+yy

M+
q

I+yy
0

0 0 1 0




∆u+

∆w+

∆q+

∆Θ

 (24)

2.5. Augmented LQR Controller Design for Transition Flight Tracking

In this section, augmented LQR control method is discussed in terms of obtaining
the optimal gain matrices for controlling both the linear and nonlinear FWMAV models
involving various flight speeds for performing different maneuvers.

2.5.1. Gain-Scheduled LQR Controller Design for Linear System

The trim conditions are obtained for various forward flight speeds. At each trim
condition, the linearized FWMAV equations are obtained and expressed as Equation (22).
The standard state-space form for the linearized system along with the normalized control
effectiveness matrix is shown in Equation (25), and it is obtained for trim conditions at each
forward flight speed. The simplified version is shown in Equation (26), and the output
is shown in Equation (27). The schematics of the control implementation for the linear
system for reference velocity profile tracking in the transition flight of FWMAV is shown in
Figure 5. The block model shown in Figure 5 uses a gain-scheduled optimal LQR controller
based on forward flight speed that must account for the time-varying dynamic behavior of
the nonlinear FWMAV model.


∆

.
u

∆
.

w
∆

.
q

∆q

 =


Xu
ms

Xw
ms

Xq
ms
− wo −g

Zu
ms

Zw
ms

Zq
ms

+ uo 0
Mu
Iyy

Mw
Iyy

Mq
Iyy

0
0 0 1 0




∆u
∆w
∆q
∆Θ

+


∂FXG

∂ fo
/ms

∂FXG
∂φo

/ms
∂FXG
∂αo

/ms
∂FZG
∂ fo

/ms
∂FZG
∂φo

/ms
∂FZG
∂αo

/ms
∂MYG

∂ fo
/Iyy

∂MYG
∂φo

/Iyy
∂MYG

∂αo
/Iyy


 ∆ fo

∆φo
∆αo

 (25)

.
X =


∆

.
u

∆
.

w
∆

.
q

∆q

 = A


∆u
∆w
∆q
∆Θ

+ Bc

 ∆ fo
∆φo
∆αo

 .
X = AX + Bcuc (26)

Y =

 ∆uG
∆wG
∆Θ

 =

 cos Θr sin Θr 0 0
− sin Θr cos Θr 0 −uo

0 0 0 1




∆u
∆w
∆q
∆Θ

 = CXY = CX + DuC = CX (27)

where A is the system matrix, Bc is the normalized control effectiveness matrix that is
obtained from the gradient-based trim search algorithm, uc is the control input, Y is the
output (perturbations in velocities and body pitch angle in global coordinate system), the
matrix output is C, D is the zero matrix, and the state variables are expressed as X. Here,
Θr is the reference body pitch angle during each of the trimmed state.
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Figure 5 shows that there is an integral action applied in the control implementation.
The error in the velocities and the body pitch angle are passed through the integral action
for removing any steady-state error that can compensate for any uncertainty in the system.
The states, which are defined as differences from their references, themselves can be used
as error estimation; therefore, an augmented state-space form of the equations of motion
are written using integral states with over-curved notation. The subscript r denotes the
reference states in Equation (28) for the system output equation. The augmented state-space
form of the system is represented as Equation (29).

Y =
.
XI =

 u− ur
w− wr
Θ−Θr


G

⇒ XI =
∫ t

0
Ydt (28)

_.
X =

[ .
X
.
XI

]
=

[
A 0
C 0

][
X
XI

]
+

[
Bc
0

]
_
uc =

_
A

_
X +

_
Bc

_
uc

_.
X =

_
A

_
X +

_
Bc

_
uc (29)

The LQR optimal control determines the control gain
_
K [3 × 7], which is split into the

gains KS [3 × 4] and KI [3 × 3] for the system states and the integral states, respectively,
for the augmented full state feedback controller design. The LQR method optimizes the
solution by minimizing the cost function J as shown in Equation (30) and as discussed

in [69]. The optimal gain matrices
_
K and the matrix P are determined by solving the

algebraic Riccati equation (ARE), as shown in Equation (31). For each forward flight speed,
different gain matrices are calculated and then input to the feedback control loop for the
longitudinal flight control involving varying forward speed references. The gain matrices
at various flight speeds for FWMAV control are shown in Figures 6 and 7. The input matrix
related to the augmented system is shown in Equation (32).

cost function = Jmin =

∞∫
0

(
_
X

T
Q

_
X +

_
uc

TR
_
uc

)
dt (30)

_
K = R−1

_
Bc

TP

ARE =
_
A

T
P + P

_
A− P

_
BcR−1

_
Bc

TP + Q
(31)

_
uc = −

_
K

_
X = −[KSKI]

[
X
XI

]
= −KSX−KIXI = uS + uI (32)

where Q and R are the weighting matrices for the flight states and the inputs, respectively,
that are adjusted by trial and error. In addition, X and integral of XI are eS and eI, respec-
tively, as shown in Figure 5. As per another study [70], LQR optimal problem must satisfy
some criteria, such as Q matrix having to be positive semidefinite, R matrix being strictly
positive definite, and P matrix being unique and positive semidefinite.
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2.5.2. Gain-Scheduled LQR Controller Design for Nonlinear System

The multibody dynamics simulation framework discussed in Section 2.3.1 is appended
with the flight control block as shown in Figure 8 for controlling the nonlinear FWMAV
model. The flight states come from the nonlinear model and the control inputs go into it
in order to track the reference states. As the nonlinear FWMAV model involves changing
dynamics within each flapping cycle, the system dynamic variables must be averaged after
each flapping cycle to compare them with reference states and track them. The schematic
diagram of the basic control implementation methodology adopted is shown in Figure 9
for stabilizing hovering and forward flight conditions. The designed LQR controller in the
previous section is implemented for the nonlinear model. In Figure 9, T is the wingbeat
cycle time period, N indicates the number of flapping cycles, S represents any state, and
the simulation time is represented by t.
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Figure 10 shows the controller design for tracking the transition flight for the nonlinear
multibody FWMAV model, involving various phases such as hovering, acceleration, con-
stant speed, deceleration, and hovering again. The multibody FWMAV system makes the
control problem more realistic but challenging too as the wings–body interaction dynamics
come into play. The cycle-averaged approach is adopted for this nonlinear system as our
linearized model is based on wing-beat cycle-averaged states of the system.

As the states are changing at every instant for this nonlinear model, the control inputs
such as flapping frequency, mean/averaged stroke positional angle, and mean/averaged
rotational/feathering angle are also changing at every instant. This results in discontinuity
in the control inputs after each flapping cycle as shown in the left picture of Figure 11.
In order for this discontinuity to be avoided, the control inputs (flapping frequency and
wing kinematics) are updated continuously to obtain the modified control inputs that are
continuous as shown in the right picture of Figure 11. Here, black and orange lines indicate
the time-varying control inputs and the averaged control inputs, respectively. These
continuous mean/averaged control inputs change smoothly between each flapping cycle.



Aerospace 2021, 8, 362 16 of 32

Aerospace 2021, 8, x FOR PEER REVIEW 16 of 32 
 

 

rotational/feathering angle are also changing at every instant. This results in discontinuity 
in the control inputs after each flapping cycle as shown in the left picture of Figure 11. In 
order for this discontinuity to be avoided, the control inputs (flapping frequency and wing 
kinematics) are updated continuously to obtain the modified control inputs that are con-
tinuous as shown in the right picture of Figure 11. Here, black and orange lines indicate 
the time-varying control inputs and the averaged control inputs, respectively. These con-
tinuous mean/averaged control inputs change smoothly between each flapping cycle. 

 
Figure 10. Schematic diagram of gain-scheduled LQR controller design for transition flight tracking of the nonlinear multi-
body model. 

 
Figure 11. Discontinuity (left) in cycle averaged/mean inputs (frequency and wing kinematics) and modification (right) 
for its solution in nonlinear FWMAV control. 

2.6. Trajectory Tracking Controller Design 
As will be shown in Section 3.3, the forward flight velocity tracking along with the 

other reference states tracking work very well. Since the velocity command can be fol-
lowed promptly, obtaining the position from it and minimizing the position error can help 
in tracking various trajectories if the FWMAV system is made fully observable. Therefore, 
a dual loop approach is adopted as shown in Figure 12 to track given trajectories in x and 
z positions. The subscript r with different states depict the references for the states being 
tracked in Figure 12. For position control, a PI controller is appended to the already de-
signed velocity controller. Here, the PI controller (outer loop) is designed, utilizing posi-
tions’ errors to generate suitable velocities’ references. The velocities’ references are then 
tracked by the velocity controller (inner loop), and this cyclic process goes on as the re-
spective positions in x and z directions are being tracked. The P and I gains are selected 
for each direction as Px = 5.5, Ix = 0.3, Pz = 30, and Iz = 6. Several simulations are run to 

Figure 10. Schematic diagram of gain-scheduled LQR controller design for transition flight tracking of the nonlinear
multibody model.

Aerospace 2021, 8, x FOR PEER REVIEW 16 of 32 
 

 

rotational/feathering angle are also changing at every instant. This results in discontinuity 
in the control inputs after each flapping cycle as shown in the left picture of Figure 11. In 
order for this discontinuity to be avoided, the control inputs (flapping frequency and wing 
kinematics) are updated continuously to obtain the modified control inputs that are con-
tinuous as shown in the right picture of Figure 11. Here, black and orange lines indicate 
the time-varying control inputs and the averaged control inputs, respectively. These con-
tinuous mean/averaged control inputs change smoothly between each flapping cycle. 

 
Figure 10. Schematic diagram of gain-scheduled LQR controller design for transition flight tracking of the nonlinear multi-
body model. 

 
Figure 11. Discontinuity (left) in cycle averaged/mean inputs (frequency and wing kinematics) and modification (right) 
for its solution in nonlinear FWMAV control. 

2.6. Trajectory Tracking Controller Design 
As will be shown in Section 3.3, the forward flight velocity tracking along with the 

other reference states tracking work very well. Since the velocity command can be fol-
lowed promptly, obtaining the position from it and minimizing the position error can help 
in tracking various trajectories if the FWMAV system is made fully observable. Therefore, 
a dual loop approach is adopted as shown in Figure 12 to track given trajectories in x and 
z positions. The subscript r with different states depict the references for the states being 
tracked in Figure 12. For position control, a PI controller is appended to the already de-
signed velocity controller. Here, the PI controller (outer loop) is designed, utilizing posi-
tions’ errors to generate suitable velocities’ references. The velocities’ references are then 
tracked by the velocity controller (inner loop), and this cyclic process goes on as the re-
spective positions in x and z directions are being tracked. The P and I gains are selected 
for each direction as Px = 5.5, Ix = 0.3, Pz = 30, and Iz = 6. Several simulations are run to 

Figure 11. Discontinuity (left) in cycle averaged/mean inputs (frequency and wing kinematics) and modification (right) for
its solution in nonlinear FWMAV control.

2.6. Trajectory Tracking Controller Design

As will be shown in Section 3.3, the forward flight velocity tracking along with the
other reference states tracking work very well. Since the velocity command can be followed
promptly, obtaining the position from it and minimizing the position error can help in
tracking various trajectories if the FWMAV system is made fully observable. Therefore,
a dual loop approach is adopted as shown in Figure 12 to track given trajectories in x
and z positions. The subscript r with different states depict the references for the states
being tracked in Figure 12. For position control, a PI controller is appended to the already
designed velocity controller. Here, the PI controller (outer loop) is designed, utilizing
positions’ errors to generate suitable velocities’ references. The velocities’ references are
then tracked by the velocity controller (inner loop), and this cyclic process goes on as the
respective positions in x and z directions are being tracked. The P and I gains are selected
for each direction as Px = 5.5, Ix = 0.3, Pz = 30, and Iz = 6. Several simulations are run to
obtain these appropriate P and I gains in xG and zG directions that can track the reference
trajectories efficiently. For this study, three arbitrary trajectories, each having x (horizontal)
and z (vertical) positions with increasing level of complexity, are chosen in the global
coordinate system to check the effectiveness of the designed controller.
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3. Results and Discussion
3.1. Stability Characterization of Longitudinal Dynamics

This section details the effect of simplified wing kinematics on longitudinal dynamics
of FWMAV in hovering and forward flight, as this wing kinematics is suitable for practical
control implementation purposes. Using simplified wing kinematics, we employed the
gradient-based trim search algorithm to find the trim conditions for various flight speeds
from 0 m/s to 1 m/s, which satisfies the trim criteria as discussed in Section 2.3.2. Although
real hawkmoths can fly faster than 1 m/s [71], this study focused on the speed range
(0–1 m/s) in view of the limitation in our computation resource for iterative trim search. In
addition, we considered this flight range to be critical since it is inevitable to transit from
hovering to forward flight without passing through this range. Table 2 summarizes the
results of trim flight conditions that include trimmed flapping frequency, stroke positional
angle, and rotational angle that are utilized for controller design and implementation.
Body pitch angles at each forward flight speed are used as references for stabilizing fixed
flight conditions, transition flight tracking, and reference trajectories tracking. Figure 13
shows time domain trim flight trajectories at 0 m/s, 0.5 m/s, and 1 m/s flight speeds for
respective states of center of gravity (CG) in global coordinate system. In the hovering
case, all variables in phase portraits depicted closed-loop trimmed trajectories, while in
forward flight (0.5 m/s and 1 m/s), xG values started to increase because of increase in flight
speed. The starting points and ending points of states are shown by green squares and
black asterisks, respectively. In all cases, initial and end states were fairly close, except for
position states (xG vs. zG) in forward flight, which clearly showed that FWMAV oscillated
around the equilibrium values and maintained those mean trim values in stable conditions.

Table 2. Trimmed flight conditions from trim search algorithm for controller design.

Flight Speed
(m/s) f o (Hz) φo (deg) αo (deg) χo (deg) βo (deg)

0 30.687 9.013 98.749 37.506 19.496
0.25 30.546 10.520 97.563 35.409 21.593
0.5 30.412 12.107 96.538 33.283 23.719
0.75 30.141 13.613 95.867 31.203 25.796

1 29.976 15.178 95.3 29.112 27.889
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Figure 14 shows the nondimensionalized longitudinal motion stability derivatives
that form the part of system matrices to characterize the dynamic stability of the FWMAV.
For the longitudinal motion stability derivatives, the larger values of slopes (big negatives)
or effectual derivatives were the Xu

+ and Zw
+; therefore, the longitudinal motion would

be more damped regarding these degrees of freedom. In contrast, with the increase in
flight speed the damping effect of Xu

+ decreased, and the damping effect of Zw
+ increased

slightly. Other derivatives that can be effective in longitudinal motion damping were Mq
+,

Xw
+, and Zq

+, as shown in Figure 14.
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The longitudinal motion eigenvalues for simplified wing kinematics at various flight
speeds are shown in Figure 15. On the leftmost side, there is a stable fast subsidence mode
1 showing negative real eigenvalues. These values became more negative at higher speeds,
indicating better passive stability at higher speeds. In the middle, there was a stable slow
subsidence mode 2, and it can be seen that this mode destabilized the system at higher
speeds because the real negative eigenvalues were shifting towards zero. Finally, we can
see the unstable oscillatory mode 3, which is a pair of complex numbered eigenvalues with
a positive real part. It can be seen that with the increase in forward flight speed, the positive
real value of this mode started to increase and resulted in more instability at higher speeds.
For hovering, previous studies [19,46] have shown one stable fast subsidence mode, one
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stable slow subsidence mode, and an unstable oscillatory mode that qualitatively matched
to the behavior of our model’s response in hovering as shown in Figure 15. In addition,
Kim et al. [45] showed that at higher speeds, the one stable fast subsidence mode, the
one stable slow subsidence mode, and the unstable oscillatory modes became more stable,
slightly destabilized, and more unstable, respectively. These longitudinal modes’ behaviors
were from the measured hawkmoth wing kinematics and agree well with our results.
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3.2. Flight Control Simulations for Stabilizing Fixed Flight Conditions

The results for the nonlinear multibody FWMAV flight control to stabilize hovering
and forward flight states are shown in Figures 16–18 using controller in Figure 9. The
simulation results for different cases such as without control, with control, and the reference
states are presented. In all simulations, FWMAV was required to move at reference
forward speed, zero up/down speed, zero pitch rate, and reference body pitch angle.
The instabilities in states increased with the flight speed and made the control problem
more challenging. However, overall, it can be seen that the controlled model converged to
the reference states within 0.4 s while successfully following all of the required states for a
unique set of weighting matrices at different flight speeds with corresponding control gains’
matrices. This would be helpful to obtain an efficient and consistent controller design
for the transition flight tracking and reference trajectories tracking of nonlinear model
throughout its mission.
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3.3. Flight Control Simulations for Transition Flight Tracking

Since the controller maintained the fixed flight conditions very well, it was further
evaluated to follow the transition flight conditions for performing various maneuvers using
controllers from Section 2.5.2. For this, a reference velocity profile that includes hovering,
acceleration, constant speed, deceleration, and hovering again was tracked for both the
linear model and nonlinear multibody model. The simulation results and control inputs
for linear model are shown in Figures 19 and 20, respectively. It can be seen that all states
were tracked efficiently, and the FWMAV accelerated and decelerated each within two
seconds. Maintaining constant speeds involved minimal deviation in results; however, in
transition flight conditions (acceleration and deceleration), slight deviations from references
were reasonable due to rapidly changing body pitch angle and parametrically changing
control gains to maintain the performance. The control simulation results and control
inputs for nonlinear multibody model are shown in Figures 21 and 22, respectively. All
states, forward speed, up/down speed, pitch angle, and pitch rate were tracked well with
small deviations during acceleration and deceleration phases only. The reason for these
slight deviations during acceleration and deceleration phases was that body pitch angle
rapidly changed and control gains were updated continuously for this parametric varying
nonlinear system. The control inputs for both the linear and nonlinear models varied
smoothly and were within reasonable ranges for transition flight tracking. Even though
the control was challenging for this fairly nonlinear multibody system as three inputs were
controlling four states simultaneously, the simulation results showed that the designed
controller worked effectively to track the reference velocity profile involving hovering,
acceleration, constant speed, deceleration, and again hovering phases.
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3.4. Flight Control Simulations for Reference Trajectories Tracking

For this study, three reference trajectories with increasing level of complexity, each
having x position (horizontal trajectory) and z position (vertical trajectory), were tracked to
check the effectiveness of the designed controller (Section 2.6). Figure 23 shows case 1 in
which the FWMAV started from rest and went to some altitude, maintaining that altitude
with increasing x position. Here, both x and z reference positions were tracked very well.
The reference pitch angle was also tracked well with reasonable deviation. The required
control inputs for case 1 varied smoothly and were within reasonable ranges, as shown in
Figure 24. Figure 25 shows case 2, in which the FWMAV started from rest and went to some
altitude, maintaining that altitude and then returning to the initial altitude and retaining
the initial altitude with increasing x position. In case 2, both x and z reference positions
were also well tracked. The reference pitch angle was also tracked well with acceptable
deviation that became slightly larger when altitude was decreased as now the body inertia
and gravity played their roles. The control inputs for case 2 also varied smoothly and
were within reasonable ranges, as shown in Figure 26. Results and control inputs for the
most complex case 3, having sinusoidal vertical trajectory, are shown in Figures 27 and 28,
respectively. For all cases, it can be seen that both horizontal and vertical trajectories were
efficiently tracked with reasonable ranges of control inputs.
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4. Conclusions

In this study, dynamic stability analysis and flight control simulations were performed
for a hawkmoth-like FWMAV model that considered the influence of time varying inertial
effects of all the model’s parts. A modified quasi-steady (QS) aerodynamic model based
on blade element approach that considered unsteady effects, added-mass effect, wing
pitching moment effect, and rotational flow effect was utilized in this study. To find the
precise trim conditions and wing kinematics at different flight speeds, we appended the
multibody dynamics simulation framework with a gradient-based trim search algorithm
that incorporates the aerodynamics–dynamics coupling during the convergence process
for trim search calculations. The trim search results showed closed-loop trajectories of
states that ensure dynamic equilibrium and help in linearization of the nonlinear model.
From the eigenmode analysis, regarding longitudinal dynamics, there were stable fast
and stable slow subsidence modes and an unstable oscillatory mode that became more
unstable at higher speeds. The dynamic stability characterization results qualitatively
conformed to the results of previous studies as discussed in Section 3.1, and results were
compared between simplified and measured hawkmoth wing kinematics. The trim flight
conditions, system matrices, and control matrices for various speeds were then utilized to
find optimal control gains with augmented LQR control technique using gain scheduling.
The designed controller worked very well to stabilize both the hovering and forward flight
conditions. The gain-scheduled LQR controller was then utilized to achieve transition flight
tracking that involves hovering, acceleration, constant speed, deceleration, and hovering
phases for both the linear model and nonlinear multibody model. Since the designed
controller worked efficiently for forward flight tracking, a dual-loop control technique,
with inner velocity control loop and outer PI position control loop, was then implemented
for trajectories tracking control. Three reference trajectories, each having both horizontal
trajectory (x position) and vertical trajectory (z position), with increasing level of complexity
were tracked successfully to validate the performance of the proposed controller. All in
all, the control simulation results demonstrated that these combinations of linear control
techniques worked effectively for this fairly nonlinear multibody FWMAV model. For
future work, trajectory tracking optimization with minimum energy consumption for the
multibody FWMAV model can be considered.
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