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Abstract 
As IoT devices become more ubiquitous, the security of IoT-based networks 
becomes paramount. Machine Learning-based cybersecurity enables autonom-
ous threat detection and prevention. However, one of the challenges of ap-
plying Machine Learning-based cybersecurity in IoT devices is feature selec-
tion as most IoT devices are resource-constrained. This paper studies two fea-
ture selection algorithms: Information Gain and PSO-based, to select a mini-
mum number of attack features, and Decision Tree and SVM are utilized for 
performance comparison. The consistent use of the same metrics in feature se-
lection and detection algorithms substantially enhances the classification accu-
racy compared to the non-consistent use in feature selection by Information 
Gain (entropy) and Tree detection algorithm by classification. Furthermore, 
the Tree with consistent feature selection is comparable to the ensemble that 
provides excellent performance at the cost of computation complexity. 
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1. Introduction 

We live in a world where we are surrounded and embedded in a vast network of 
gadgets, machines, objects, and people. The Internet of Things (IoT) allows these 
physical objects (“things”) and people to be connected to the internet and each 
other. Each “thing” (your thermostat or smart fridge, the elevator on your build-
ing, or some machines in a factory) is equipped with sensors and actuators that 
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allow it to collect and exchange data. The IoT is evolving swiftly; it is becoming a 
sophisticated, more intelligent, sensitive, and responsive ecosystem. Soon, the 
“things” will be able to think, feel and act as we humans do. They will be able to 
learn from us and each other. They will be able to adapt to our needs and prefe-
rences. They will be able to interact with us in ways that are natural and intuitive 
[1] [2] [3].  

However, security concerns are worth considering when implementing an IoT 
solution. First, IoT devices are often connected to the internet, which means they 
are vulnerable to attacks from cybercriminals. IoT devices may collect and store 
sensitive data, which unauthorized individuals could access and use if the devic-
es are not adequately secured. Additionally, IoT devices may be used to control 
physical systems, such as industrial equipment or vehicles, which could pose a 
safety risk if the devices are hacked or malfunctioned [4] [5]. To help ensure the 
security of an IoT solution, it is essential to choose devices that have been de-
signed with security in mind. 

In cybersecurity, artificial intelligence has been used to create detection and 
predictive models of cyberattacks, creating systems that can automatically iden-
tify and block malicious activity. Especially machine learning (ML) approaches 
have proved helpful in cybersecurity because they can learn from data and iden-
tify patterns that humans may not be able to see [6] [7]. 

An intrusion Detection System (IDS) is the primary form of security for many 
organizations. IDS can be used to detect attempts to exploit vulnerabilities in 
software or hardware and, thus, detect and avoid a wide variety of attacks, such 
as denial of service attacks, viruses, worms, and buffer overflows [8]. IDS is es-
sential to a comprehensive security strategy. However, building and maintaining 
efficient IDS is a demanding task that requires constant updates. Most IDS are 
data-driven models, and the amount of data produced by an IoT system can be 
overwhelming. 

One of the challenges in applying MLto IDS is to select the right set of features 
to feed into an ML model. An MLalgorithm can capture unimportant patterns 
and learn from noise if too many unnecessary features exist; the selected attack’s 
features must be of the highest quality. The method of reducing and selecting the 
input attack features to a model by using relevant data and getting rid of noise in 
data is called Feature Selection. Feature selection (FS) establishes a subset of re-
levant features that can deselect irrelevant and redundant features while increas-
ing the discerning ability of the feature set [7].  

FS is an optimization problem that can be categorized into two parts: search 
strategy and evaluation strategy in a supervised model. The two parts are fur-
ther classified into optimal and heuristic for the search and filter and wrapper 
methods for the evaluation. The difference between the filter and the wrapper 
methods is that the filter is independent of a classification (i.e., detection) algo-
rithm. In contrast, the wrapper is related to a classification algorithm, where the 
FS utilizes some of the classification’s metrics to select a subset of features. Our 
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method is based on the hybrid of the wrapper and the meta-heuristic algorithm 
rather than the optimal algorithm, i.e., an exhaustive search compensates for the 
high computation cost. 

To the best of our knowledge, this is the first attempt to address the consistent 
metrics of feature selection and detection algorithms to maximize classification 
accuracy. In [9], a method to select the most relevant features using PSO is pre-
sented. The approach relies on correlation-based metrics and performs the fu-
sion of Tree-based Classifiers (ensemble) with the NSL-KDD dataset. In general, 
ensemble models are known to perform better than a single model [9]. However, 
training several models and collecting and averaging the output of multiple mod-
els is computationally expensive, so an ensemble may be unsuitable for resource 
constraint devices. [10] utilizes PSO for feature selection by selecting the most 
relevant feature subsets after optimizing the maximum class variance within 
normal and anomaly (i.e., distance), using the NSL-KDD dataset, and then ap-
plying PSO + Tree and PSO + KNN (K-Nearest Neighbor) for binary classifi-
cation. The result shows that PSO + KNN outperformed the PSO + Tree clas-
sifier algorithm in identifying network anomalies. Again, the ensemble classifier 
strategy also outperforms single machine learning techniques. [11] proposes a 
combination of filter and wrapper approaches to achieve smaller feature sub-
sets with better classification performance in a shorter time. [11] and [12] se-
lect relevant feature subsets close to the class label using Information Gain. In 
addition, [11] employs the local search heuristic as a first stage (i.e., filter) to 
find a better personal best using IG and then applies PSO, in which the fitness 
(i.e., wrapper) performs by keeping a distance with different class and keeping 
close the same class. However, [11] is still based on distance, although the de-
tection algorithm is a classification for the disease names. Therefore, all related 
works above are considered as non-consistent algorithms between feature se-
lection and detection. This paper analyzed multi-Gigabyte data generated from 
IoT devices [13] and selected relevant features to push the IoT device’s intru-
sion detection rate up to a maximum possible point where it can be reached by 
choosing the input attack features that are directly associated with the detec-
tion algorithms. 

2. Feature Selection 
2.1. The Description of the IoT-23 Dataset 

One of the significant research challenges in IoT-based networks is the lack of a 
comprehensive network-based dataset that reflects current network traffic sce-
narios, a wide variety of low-footprint intrusions, and in-depth structured in-
formation about the network traffic [14]. Nonetheless, the IoT-23 dataset pro-
vides data on an IoT-based network with 23 scenarios involving Windows and 
Linux OSs in diverse IoT-related attack types. Many network scenarios published 
in 2020 and collected for one year are awaiting analysis. The IoT-23 data were 
collected for at least one hour and up to 112 hours, depending on how quickly 
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the pcap file size increased. The first three scenarios involve only normal data for 
three IoT devices: Amazon Echo device, Philip Hue device, and Somfy door lock 
device. The remaining 20 scenarios include normal and attack data along with 
different periods and attack types while naming each scenario a specific attack 
type: Mirai for scenarios 1 through 5, 14, and 15, Torri for scenarios 6 and 7, 
Trojan for scenario 8, Gagfyt for scenario 9, Kenjiro for scenarios 10 and 12, 
Okiru for scenario 11, Hakaj for scenario 13, IRCBot for scenario 16, Linux Mi-
rai for scenario 17, Linux Hajime for scenario 18, Mushstik for scenario 19, and 
Hide and Seek for scenario 20. The three devices are real, so the scenarios are 
not simulated or emulated, and the dataset is generated from a real environ-
ment. Although there are only three devices, the diverse attack types (IoT bot-
net, IoT malware, and data breaches) reflect a modern updated footprint attack 
environment for an IoT-based network. This paper investigated some scenarios 
where feature selection by both IG and PSO was evaluated. Based on the feature 
selection, Decision Tree (Tree in short), as a classifier, was investigated for per-
formance comparison with the minimum select feature set by each feature algo-
rithm. 

2.2. The Data-Processing of the IoT-23 Dataset 

Among the 23 features and labeled data in the IoT-23 dataset, the 21st feature is 
ignored due to infrequent data elements. The 22nd feature is for binary classifica-
tion, which is also dismissed as our multi-class classification goal. Furthermore, 
the first and second features are discarded due to collection purpose attributes. 
The first feature is Unix time for starting and ending each flow collection, and 
the second is for universal ID with string. Therefore, there are a total of 18 fea-
tures and labeled data. Data preparation is performed by converting data form 
(e.g., float, string, Boolean, etc.) into a machine-readable format using label en-
coding. The data is then standardized for all features, although Tree is insensitive 
to the scaling in data magnitude [12]. This paper uses label encoding rather than a 
one-shot, in which one single part is converted into machine-readable 126 inputs 
(features) (e.g., a “history” feature has 126 elements), thereby increasing the num-
ber of features/inputs and further increasing the complexity. The label encoding 
converts each feature data into a numeric form in a machine-readable format. 

This paper analyzed some of the scenarios in the IoT-23 dataset using Matlab 
due to the ease of data preparation. When importing the data into Matlab, this 
paper had to use the “table” data type to import the 16th and the 2nd scenarios 
because of the extreme volume of data. However, this paper could import all 
other systems as “string” data types, which does not require tedious data prepa-
ration when transforming the data into machine-readable form. Although the 
“table” data type requires the least memory space compared to other data types, 
such as “string”, “category”, and “numeric”, it requires time-consuming data 
preparation. With our goal of multi-class classification, the labeled class for each 
scenario would be parsed appropriately since each scenario has varying attack 
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types from the least two to the maximum of seven classes. The detailed proce-
dure of the data-preprocessing pipeline and the whole flow of the proposed frame-
work is shown in Figure 1. 

2.3. Information Gain-Based Feature Selection 

Two feature selection algorithms were investigated: IG and PSO. As the Tree al-
gorithm is built along with the entropies of features, i.e., IG could contribute to 
boosting the detection rate accuracy for the Tree algorithm. Surprisingly, build-
ing the Tree structure by using the ranks of the entropies in features is irrelevant 
to the performance of the Tree due to the different metrics; entropies form the 
tree topology, and the metric for detection by the Tree is classification. The in-
trinsic aim of PSO is to improve computational efficiency by finding sub-optimal 
value/s of the feature space [11]. The metric of the PSO this paper proposed uses 
misclassification to be consistent between feature selection and detection algo-
rithm. Thus, PSO would be favorable to Tree detection as PSO performs feature 
selection on detection algorithm metrics (i.e., misclassification). Our primary 
concern is the consistent performance of the feature selection method and detec-
tion algorithm to maximize the overall detection performance while keeping the 
computation complex low. 

The paper calculates IG in some scenarios with the number of data records 
and attack types. Each scenario has a different number of data records and other 
attack types that produce different IG values. For example, although there is the 
same number of data records and features, the IG for binary and multiclass clas-
sifications should be different due to the freq(Cj) in Equation (1). The IG de-
pends on the number of attributes in the labeled class, in which each attribute in 
the label is calculated as its probability of occurrence in Equation (2) [15]. Fur-
thermore, the IG is also influenced by the number of features and data records. 
Based on the IG, those features in the top 10% to 40% of the IG values are selected  
 

 
Figure 1. The proposed architecture for a task-specific intrusion detection system. 
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above the line [16] for each scenario. D is the number of records, and T is one of 
the attributes (one of the labeled classes). The IG this paper uses is defined as 
follows. 
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2.4. PSO-Based Feature Selection 

Biology-inspired methods have a tremendous impact on designing network se-
curity systems. They have developed novel and effective protection schemes due 
to the increased deployment and widespread use of computer systems. As tradi-
tional approaches often suffer from scalability problems to cope [9]. Thus, it is 
essential to consider biologically based systems as sources of inspiration when de-
signing new processes. Therefore, Particle Swarm Optimization (PSO) has been 
widely applied in an ML-IDS as one of many existing biology-inspired meta- 
heuristic algorithms. For PSO, each particle, a potential solution ( i

ax ), moves 
around toward a global target in a search space ( 2i

adx ∈ℜ , where d is dimension) 
while sharing its own experience (i.e., a personal best since i iteration, i

aP ) with 
that of other particles. Each particle will compromise his future movement by 
acknowledging others’ movement behaviors. Among the others’ movements, the 
best movement (i.e., a global best since i iteration, i

gp ) toward a global target 
will be selected, which will be the leader, and others will adjust their movements 
accordingly. The amount of the movement for each particle is determined by 
their current position and velocity as following Equations (4) and (5) [17].  

( ) ( )1 1 1 1 1
1 1 2 2

i i i i i i i i i
ad ad ad ad gd adv w v c r p x c r p x− − − − −= ∗ + ∗ ∗ − + ∗ ∗ −         (4) 

1i i i
ad ad adx x v−= +                           (5) 

In Equation (4), iw  is inertia weight that constitutes the global search abili-
ty (exploration) and the local search ability (exploitation). The “cognitive” coef-
ficient 1

ic  and the “social” coefficient 2
ic  represent how fast each particle moves 

towards 1i
adp +  and 1i

gdp +  positions. 1r  and 2r  are random numbers uniformly 
distributed within [0,1) and a more detailed explanation refers to [17]. The 
pseudocode for the PSO-based feature selection algorithm is as follows in Fig-
ure 2. 

3. Performance Evaluation 

Tree detection algorithms are performed with a minimal set of attack features 
after the feature selection by IG and PSO-based. During the PSO-based feature 
selection, particle population is 20, and the other hyper parameter values of 1

ic ,

2
ic , w, etc. refer to [17]. The experiment scenario or setting and conditions for  

https://doi.org/10.4236/jcc.2022.1010005


Y. G. Kim et al. 
 

 

DOI: 10.4236/jcc.2022.1010005 65 Journal of Computer and Communications 
 

 
Figure 2. Pseudo-code for PSO-based feature selection. 

 
detection are as follows. The Tree algorithm uses the hyperparameter-tuned Tree 
due to the varying number of data records and classes. The values of the hyper-
parameters tend to grow deeply as the number of data sample records increases. 
In addition, as the number of data records for each scenario significantly varies, 
the optimized Tree algorithm is performed for detection accordingly. Support 
Vector Machine (SVM) is used as a Linear kernel with the cross-entropy loss 
function whether it can segment the separability of the dataset linearly. Ensem-
ble is used Bagged Tree where the number of learners is 30 and maximum num-
ber of splits vary due to different number of data records. The data for detection 
is divided into training, verification, and test data. This paper used ten cross-va- 
lidation folds where the validation check is completed after each epoch (itera-
tion) to determine whether the model is appropriate, avoiding underfitting or 
overfitting. Select scenarios in the IoT-23 dataset are analyzed via IG and PSO 
algorithms for feature selection, and Tree for detection is considered for in-depth 
analysis. The simulation work was carried out on a machine with 128 GB of 
RAM, a 7-core CPU and an 8 GB GPU. 

The 19th scenario (3-1) has 156,103 data records with four classes: Attack, Be-
nign, C&C and Part OfAHorizontalPortScan, while the pcap size is 56 MB [13]. 
The most important feature by IG is “conn_state” (10), shown in Figure 3. The 
selection of features by IG has been done with the above line (threshold) for fea-
tures 8, 9, 10, and 14, as shown in Figure 3. In Figure 4, the number 1 to 18 in-
dicates feature numbers and the number for each feature refers to particle’s posi-
tion, optimal of which is the minimum 0 (origin but not x and y); the smallest 
number shows feature 14 and the next is feature 10, and the algorithm stops for 
the gradient stopping condition (10−6). Therefore, the most important feature by 
PSO-based is “history” (14) and feature selection has been selected 10 and 14, 
shown in Figure 4. 
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Figure 3. Feature selection by IG for scenario 19th. 

 

 
Figure 4. PSO-based feature selection for scenario 19th. 

 
For a fair comparison between the IG and PSO-based, Support Vector Ma-

chine (SVM) with multi-classification has been performed and the left-side shows 
13 misclassifications, as shown in Figure 5, while the right-side exhibits 8 mis-
classifications, as shown in Figure 6. The different feature selection algorithm 
reveals different detection outcomes, showing that the PSO-based provides bet-
ter input attack features than the IG-based. 

For the detection by Tree from the those select features by IG and PSO-based, 
15 misclassifications for the non-consistent algorithm exhibit in Figure 7; two 
Benign misclassifies as Attack and one C&C as Attack. Four Attack misclassifies 
as Benign and 5 C&C as Benign. One Attack misclassifies as C&C and one Be-
nignas C&C. One C&C misclassifies as PartOfAHorizontalPortScan. On the other 
hand, for the PSO-based consistent detection algorithm, there are 4 misclassifi-
cations in Figure 8; one C&C misclassified as Attack, two C&C as Benign, one 
C&C as PartOfAHorizontalPortScan. 

Although features 10 and 14 are common between the non-consistent and 
consistent algorithms, the feature set for IG and PSO varies wildly depending on 
the algorithm, and our study was motivated by the need for careful feature selec-
tion of the appropriate algorithm through experimentation. The consistent fea-
ture selection-and-detection algorithm shows about twice in Tree and one and a 
half better performance in SVM than the non-consistent algorithm. Note that  
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Figure 5. SVM performance with features 8, 9, 10, and 14 by IG-based. 
 

 
Figure 6. SVM performance with features 10 and 14 by PSO-based. 
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Figure 7. Tree performance for the non-consistent algorithm with features 8, 9, 10, and 
14. 
 

 
Figure 8. Tree performance for the consistent algorthm with features 10 and 14. 
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attack refers to implementation but does not capture by the application layer. 
Detection rate for both non-consistent and consistent algorithms is 100% due to 
rounding off where the denominator dominates over the numerator, especially 
for a quite large number of data records. In this scenario, the optimal number of 
features for the non-consistent and consistent algorithms are 4 and 2, respec-
tively. 

The 10th scenario (17-1) has 54,659,855 data records with seven classes: At-
tack, Benign, C&CHeartBeat, DDoS, Okiru, PartOfAHorizontalPortScan, and 
PartOfAHorizontalPortScanAttack while the pcap size is 7.8 GB [13]. The most 
important feature by IG is id.resp_p (4) and features 2 and 4 are selected shown 
in Figure 9. The detection with the IG by Tree shows a total of 3404 misclassifi-
cation in Figure 10; 18 PartOfAHorizontalPortScan misclassifies as Benign. 3 
attack misclassifies as PartOfAHorizontalPortScan, 3380 Benign as PartOfAHo-
rizontalPortScan, 2PartOfAHorizontalPortScanAttack as PartOfAHorizontalPort- 
Scan. One attack misclassifies as PartOfAHorizontalPortScanAttack and 3 Part- 
OfAHorizontalPortScan as PartOfAHorizontalPortScanAttack. On the other hand, 
PSO-based feature selection selects features 2, 4, and 14.Surprisingly, PSO-based 
consistent algorithm shows a total of 7 misclassification in Figure 11 compared 
to the 3404 misclassifications for the non-consistent algorithm; one Benign mis-
classified as Attack, 4 attack as Benign, one PartOfAHorizontalPortScanAttack 
as PartOfAHorizontalPortScan, and one PartOfAHorizontalPortScan as PartO-
fAHorizontalPortScanAttack. In this scenario, the optimal number of features 
for the non-consistent and consistent algorithm are 2 and 3, respectively. Again, 
detection rate (classification) for both non-consistent and consistent algorithms 
is 100%.  
 

 
Figure 9. Information gain for scenario 10th. 
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Figure 10. Tree performance for the non-consistent in scenario 10th. 

 

 
Figure 11. Tree performance for the consistent in scenario 10th. 

 
For further analysis, ensemble ML for both non-consistent and consistent al-

gorithms is evaluated whether it may be unsuitable for IoT-device-based Net-
work. The performance of the non-consistent represents 3404 misclassifications 
in Figure 12 while the computation time 8371.4 seconds. On the other hand, the 
consistent algorithm has only 6 misclassifications in Figure 13 while the com-
putation time is 8118.2 seconds. However, when compared directly to the Tree, 
the detection accuracy is nearly the same, but the computation time for the en-
semble is significantly increased, as the computation time for the Tree is 934.13 
seconds that is about tenfold less than that of the ensemble.  

https://doi.org/10.4236/jcc.2022.1010005


Y. G. Kim et al. 
 

 

DOI: 10.4236/jcc.2022.1010005 71 Journal of Computer and Communications 
 

 
Figure 12. Ensemble performance for the non-consistent in scenario 10th. 

 

 
Figure 13. Ensemble performance for the consistent in scenario 10th. 

 
Our prior study [12] and [18] supported that the NSL-KDD dataset with in-

creased inputs/features showed the highest detection performances. For exam-
ple, for the KDD dataset, the optimal number of features was 15, and the per-
formance of Tree degraded when there were either less than or more than 15 
inputs. In contrast, the detection accuracy for Tree in the IoT-23 dataset with 
fewer features resulted in higher performance than with all features. 

4. Conclusion 

This paper studies two feature selection algorithms: Information Gain and PSO- 
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based feature selection, to select a minimum number of attack feature sets. The 
metric of the former is related to entropy, while that of the latter is misclassifica-
tion. The detection algorithm, Tree, performs multi-classification among diverse 
attack types for Intrusion Detection System. This shows that the consistent use 
of the same metrics in feature selection and detection algorithms enhances the 
classification accuracy when compared to the non-consistent use algorithm coun-
terpart. This paper reveals that feature selection should be made with the most 
relevant feature for the detection algorithm’s metrics to maximize the overall 
performance when applying ML to the IDS in an IoT-based network since the 
consistent use algorithm selects the most useful features for the detection model. 
In addition, the ensemble is evaluated to determine whether it is suitable for an 
IoT-based network due to its complexity. The performance improvement by the 
ensemble is insignificant compared to Tree while its computation time is signif-
icant. Additional detection algorithms should be evaluated in diverse scenarios 
of IoT-23 datasets and other datasets for future studies. The current paper stu-
dies both Tree and SVM algorithms in select scenarios of IoT-23 datasets. 
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