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Abstract 
 

The estimation of population coefficient of variation is one of the challenging aspects in sampling survey 
techniques for the past decades and much effort has been employed to develop estimators to produce its 
efficient estimate. In this paper, we proposed logarithmic ratio type estimator for the estimating population 
coefficient of variation using logarithm transformation on the both population and sample variances of the 
auxiliary character. The expression for the mean squared error (MSE) of the proposed estimator has been 
derived using Taylor series first order approximation approach. Efficiency conditions of the proposed 
estimator over other estimators in the study has also been derived. The empirical study was conducted using 
two-sets of populations and the results showed that the proposed estimator is more efficient. This result 
implies that, the estimate of proposed estimator will be closer to the true parameter than the estimates of other 
estimators in the study.  
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1 Introduction 
 
Coefficient of variation is unit less tool used in statistics to assess variability within the data, for example, In 
finance, the coefficient of variation allows investors to determine how much volatility, or risk, is assumed in 
comparison to the amount of return expected from investments, in analytical chemistry, it is used to express the 
precision and repeatability of an assay and in the fields of engineering or physics when doing quality assurance 
studies. Coefficient of variation can also be used for comparison between the variabilities of two or more 
quantities with different units or dimensions, for examples variabilities in weight and height of individuals, are 
in kilogram (kg) and centimeter (cm). The development of estimators for estimating population coefficient of 
variation has received wide attention in sampling theory recently and many efforts have been made to improve 
the precision of the estimate through the use of information on auxiliary character.  
 
For estimating population parameters like population mean, population variance, standard deviation etc. of the 
study variable using information on auxiliary variable, a considerable amount of work has been already 
performed by several researchers like Sisodia and Dwivedi [1], Murthy [2], Yadav and Kadilar [3], Singh and 
Tailor [4], Bahl and Tuteja [5], Singh et al. [6], Singh et al [7], Kadilar and Cingi [8], Singh and Solanki [9], 
Sahai and Ray [10], Srivastava and Jhajj [11], Ahmed et al. [12], Audu and Adewara [13], Audu et al. [14], 
Muili et al. [15], Khoshnevisan et al. [16], Singh and Audu [17], Ahmed et al.[18] and Audu and Singh [19], 
Das and Tripathi [20], Das and Tripathi [21], Patel and Rina [22], Rajyaguru and Gupta [23], Rajyaguru and 
Gupta [24], Archana and Rao [25], Singh et al. [26], Audu et al. [27-32], Singh et al. [33], Muili et al. [34], 
Ishaq et al. [35]. Nevertheless, the investigators did not much emphasize for the problem of estimation of 
coefficient of variation for a long time. However, some authors have worked on this, for instance Das, A.K., & 
Tripathi, T.P. [36] and Das and Tripathi [37] first proposed the estimator for coefficient of variation when 
samples were selected using SRSWOR. Other works include that of Patel and Shah [22], Rajyaguru and Gupta 
[23,24], Audu et al. [38], also, worked on the problem of estimation of coefficient of variation (C.V) under 
simple random sampling and stratified random sampling. 
 
In this study, logarithmic ratio-type estimator for population coefficient of variation was suggested. The 
suggested estimator utilized information on logarithm transformation on the both population and sample 
variances of the auxiliary character.  
 
Assuming a simple random sample size n is drawn from a population of size N units having the values of the 
study Y and the auxiliary variables X as Yi and Xi ( i=1, 2,3, 4, …, N). Let the ith unit in the sample ( i=1, 2, 3, 
…, n) be given as yi and xi. Then we have 
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To obtain the properties (Bias and MSE) of the proposed estimator, the procedure in which the sample statistics 

in the estimator are defined in terms of errors , 0,1,2,3he h   given below was used 
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The expectations of first and second degrees of , 0,1,2,3he h   are; 
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2 Some Existing Estimators in Literature 
 
The usual unbiased estimator using information on single auxiliary variable to estimate the population 
coefficient of variation is given by: 
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The MSE of 0t  is given in (2.2) 
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Archana and Rao [39] proposed ratio estimators of population coefficient of variation using information on 
sample mean, population mean, sample variance and population variance of the auxiliary character as in (2.3) 
and (2.4.) 
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The mean square error (MSE) expression of the estimator ARt  is given by: 
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3 Proposed Estimator 
 
In this paper, we have proposed logarithmic ratio type estimator for the estimation of population coefficient of 
variation of the study variable when the natural logarithm of the population variance of the auxiliary variable is 
known and it is defined as: 
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The above estimator is defined under the assumptions that 
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3.1 Mean squared error of the yT  
 

Using the error terms of 0 1 2 3, , ,e e e e , defined in section 1, the proposed estimator yT  can be expressed as in 

(3.2). 
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Expand (3.2) using law of logarithm, we obtained (3.3). 
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Simplify (3.4) by factorizing 
2( )xLn S  from the numerator and denominator of the expression in the last bracket 

of (3.4), we obtained (3.5). 
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By simplifying (3.8) and subtract yC from both sides, we obtained (3.9). 
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Square and take expectation of both sides of (3.9) up to first order of approximation, we have, 
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3.2 Efficiency comparison 
 

In this subsection, efficiency conditions of yT  over sample coefficient of variation 0t , 1ARt  estimator (2014) and 

2ARt  estimator (2014) were established. 

 

i.  yT  is more efficient than 0t  if: 
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   04 12 221 2 1yk C                                                                                                         (3.12) 

 

ii. yT  is more efficient than 1ARt  if: 
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iii. yT  is more efficient than 2ARt  if: 
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4 Results and Discussion 
 
 In this section, numerical analyses to elucidate the performance of yT  0t , 1ARt  and 2ARt  were illustrated. 

 
Population 1: [Source: Murthy [40], p.399] 
 
X: Area under wheat in 1963, Y: Area under wheat in 1964 
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Population 1: [Source: Singh [41], p.1116] 
 
X: Number of fish caught in year 1993, Y: Number of fish caught in year 1995 
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Table 1. MSE and PRE of proposed estimator and the existing estimators 

 

ESTIMATORS POPULATION 1 POPULATION 2 
MSE PRE MSE PRE 

 0t   
0.0080036 100.00 0.038088 100.00 

 1ARt
  

0.0258907 30.91 0.0851798 44.71 

 2ARt
  

0.0336578 23.78 0.18860299 20.19 

 yT
  

0.0071255 112.32 0.0375686 101.38 
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Table 1 shows MSEs and PREs of the proposed estimator yT  and existing estimators 0t , 1ARt  2ARt . The results 

showed that yT  has minimum MSE and highest PREs among other estimators for the two data-sets considered 

in the study. These results imply that the proposed estimator yT is more efficient than the sample coefficient of 

variation 0t , 1ARt  estimator [25] and 2ARt  estimator [25]. 

 

5 Conclusion 
 
In this study, logarithm ratio-type estimator of coefficient of variation has been suggested. The estimator utilized 
information on natural logarithm of the population variance of the auxiliary character. The empirical results 
revealed that the new proposed estimator outperformed its counterparts considered in the study. Therefore, the 
new estimator is recommended for use in real practical scenarios.  
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