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Abstract 

 
In this study, a new statistical distribution with three parameters called the Odd-Chen Exponential has been 

proposed. The statistical properties of the proposed distribution, such as the quantile, moments, incomplete 

moments, moment-generating function, and mean residual life, were developed. The density shows different 

shapes, making it more flexible for analyzing different forms of data. The hazard function also exhibits 

different shapes, including the well-known bathtub shape, which means that the distribution is flexible with 

real-life data. To estimate the distribution parameters, ordinary least squares estimators, Cramér-von Mises 

estimators, and maximum likelihood estimators were derived. The results were compared using a Monte 

Carlo simulation. Two-time datasets; one from the mining field and the other from survival analysis, were 

used to check the applicability of the proposed distribution. The results revealed that the OCE distribution 

performed better than the Odd Chen Weibull, Odd Chen Rayleigh, Rayleigh, Cauchy, Generalised Inverse 

Weibull and the Modified Extended Chen distributions. 
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1 Introduction  
 

The challenge in empirical statistical modeling is to find parameter estimates for a distribution function that are 

as close to the true values of the theoretical model parameters as possible. The accuracy of parametric statistical 

inference and dataset modeling is largely determined by how well the probability distribution fits the given 

dataset once all distributional assumptions are met. The concept of statistical distribution is widely used in many 

disciplines. It is used in the area of computer science, engineering, actuarial science, social science and health 

sciences due to its importance when it comes to modelling datasets generated from some random experiment 

[1]. However, at times researchers face several challenges since most of the existing distributions are not best 

suited for modelling some existing and new datasets [2]. Therefore, there is the need to continuously research 

old distributions and even create new ones to improve upon the goodness-of-fit of the existing distribution and 

as well as deducing more powerful distributions to help model datasets. As a result, several studies have 

developed a more flexible distribution. See [3- 9]. 
 

For modeling lifetime datasets, the Weibull distribution is one of the most commonly used parametric 

distributions. However, because most lifetime data exhibit non-monotonic failure rates, Weibull’s inability to 

exhibit bathtub-shaped failure rate functions is one of its major drawbacks. As a result, several modifications to 

the Weibull distribution have been made over time to make it more flexible for modeling present-day datasets 

with varying shapes of hazard rate functions [10]. The Frechet, Reverse Weibull, Log-Weibull, Generalized 

Weibull, etc. are a few of such modifications of the Weibull distribution. As new distributions emerge now and 

then the chances that there are now some distributions that can compete with Weibull distribution and other 

known distributions are very high. 
 

 The Chen family of distributions is also known for some reliable modelling in several areas of research. The 

Exponential, Gamma, Extreme Value, Burr Distributions, etc. are also some examples of good-performing 

statistical distributions. The Odd Chen G distribution though a new distribution appears to have some promising 

features that put it in the same league as some of the top distributions known in survival analysis and 

engineering. 
 

The Odd Chen G distribution (OCG) as defined by [10] is a generator distribution with only two parameters 

which happen to be shape parameters. The absence of a scale parameter in the OCG distribution makes it 

difficult to control the spread and the variability of the distribution. To prevent this deficiency, a modification of 

the OCG with a distribution that has a scale parameter will do.  
 

There have been several modifications of the Odd Chen G distribution [10, 11, 13]. For instance [12] proposed a 

new family of distribution called the Odd Chen-G family of distribution using the T-X approach. [11], also 

proposed an exponentiated Odd Chen distribution capable of modeling characteristics of the data sets such as 

skewness, symmetric, kurtosis and various shapes of failure rate (increasing – decreasing – J – inverse). 

However, some of these well-known models are insufficient to model these kinds of data sets. 
 

The exponential distribution happens to be one of the simple distributions that have wide usage and also has the 

scale parameter present once the rate parameter is further parameterized. Modifying the OCG with such a 

distribution will provide control over the variability and also generate a new member of the Odd Chen family of 

distributions. Therefore, this study seeks to propose a new distribution namely, the Odd Chen Exponential, 

(OCE). This study will comprehensively explore the properties, estimation methods, and practical applications 

associated with the OCE. 
 

2 Formulation of the Odd Chen Exponential Distribution  
 

2.1 Odd Chen G Distribution 
 

The Odd Chen G distribution can be obtained by performing integration and differentiation on the Chen 

distribution. The cumulative density function (cdf) (denoted by F(t)) for Chen distribution is given by; 𝐹(𝑡) =

1 − exp (𝜆 (1 − 𝑒𝑡
𝛽
)) , 𝑡 > 0  [7]. Suppose 𝐺(𝑥; 𝜓)  is the baseline cdf of an arbitrary continuous random 

variable X on any continuous support say (−∞,∞) and 𝜓 is a (𝑝 × 1) vector of associated parameters, the cdf 

of the OC family of distributions is defined as: 
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             𝐹(𝑥) = ∫ 𝑓(𝑡)𝑑𝑡 = 1 − exp (𝜆 (1 − 𝑒
𝐺(𝑥;𝜓)

1−𝐺(𝑥;𝜓))) , 𝑥 > 0, 𝜆 > 0, 𝛽 > 0

𝐺(𝑥;𝜓)

1−𝐺(𝑥;𝜓)

0
                            (2.1) 

 

where 𝜆 and 𝛽 are extra shape parameters [10]. 

 

By differentiating the cdf in equation 2.1, the probability density function (pdf) of equation 2.1 is given by; 

 

𝑓(𝑥) = 𝜆𝛽𝑔(𝑥; 𝜓)𝐺(𝑥; 𝜓)𝛽−1[1 − 𝐺(𝑥; 𝜓)]−(𝛽−1) exp (
𝐺(𝑥;𝜓)

1−𝐺(𝑥;𝜓)
)
𝛽

exp (𝜆 (1 − exp (
𝐺(𝑥;𝜓)

1−𝐺(𝑥;𝜓)
)
𝛽

)) , 𝑥 > 0 (2.2) 

 

The exponential distribution with a location parameter, α has its cdf defined as; 

 

                                                                 𝑀(𝑥) = 1 − 𝑒−
𝑥
𝛼⁄                                                                   (2.3) 

 

The pdf of the exponential distribution is also defined as; 

 

                                                                𝑚(𝑥) =
1

𝛼
𝑒−

𝑥
𝛼⁄                                                                     (2.4) 

 

Now, substituting equation 2.3 into equation 2.1 gives the cdf of the Odd Chen-Exponential distribution.  

Therefore, 

 

                                         𝐹(𝑥) = 1 − exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
)                                                  (2.5) 

 

Substituting equations 2.4 and 2.3 into equation 2.2, the pdf for the Odd Chen-Exponential (OCE) distribution is 

given by; 

 

                                                  𝑓(𝑥) =
𝜆𝛽

𝛼
𝑒−

𝑥
𝛼⁄ (𝑒−

𝑥
𝛼⁄ )
−(𝛽+1)

(1 − 𝑒−
𝑥
𝛼⁄ )
(𝛽−1)

𝜙(𝑥,𝛼)                                    (2.6) 

 

where, 

                                        𝜙(𝑥,𝛼) = exp ((𝑒
𝑥
𝛼⁄ − 1)

𝛽
) exp (λ (1 − exp ((𝑒

𝑥
𝛼⁄ − 1)

𝛽
)))                               (2.7) 

           

Survival and failure rate functions are critical in reliability analysis and other fields. The survival (or reliability) 

function expresses the likelihood of successfully completing a specified task under specified conditions over a 

specified period. Thus, reliability can be used to assess a system's ability to perform its function correctly. S(x) 

is the mathematical expression for the survival function and is given by; 

 

                                                                       𝑆(𝑥) = 1 − 𝐹(𝑥)                                                                         (2.8) 

 

Substituting the CDF of the OCG distribution into equation 2.8 yields the survival function of the distribution. 

Thus,      

 

                                      𝑆(𝑥) = exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
)                                                        (2.9) 

 

The hazard function is a primary tool in the field of data analysis. The hazard function can determine the type of 

distribution that can be used in modelling data sets. The failure rate or the hazard function, h(x), is the 

instantaneous failure rate and is mathematically expressed as; 

 

                                                                        ℎ(𝑥) =
𝑓(𝑥)

1−𝐹(𝑥)
=
𝑓(𝑥)

𝑆(𝑥)
                                                                 (2.10) 

 

Substituting the survival function, S(x) and the pdf of the OCE distribution into equation 2.10 results in the 

hazard function. Therefore, 
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ℎ(𝑥) =

𝜆𝛽
𝛼
𝑒−

𝑥
𝛼⁄ (𝑒−

𝑥
𝛼⁄ )
−(𝛽+1)

(1 − 𝑒−
𝑥
𝛼⁄ )
(𝛽−1)

exp ((𝑒
𝑥
𝛼⁄ − 1)

𝛽
) exp (λ (1 − exp ((𝑒

𝑥
𝛼⁄ − 1)

𝛽
)))

exp (λ (1 − exp ((𝑒
𝑥
𝛼⁄ − 1)

𝛽
)))

 

 

Simplifying further, the hazard function is given by; 

 

                                ℎ(𝑥) =
𝜆𝛽

𝛼
𝑒−

𝑥
𝛼⁄ (𝑒−

𝑥
𝛼⁄ )
−(𝛽+1)

(1 − 𝑒−
𝑥
𝛼⁄ )
(𝛽−1)

exp ((𝑒
𝑥
𝛼⁄ − 1)

𝛽
) (2.11)   

 

2.2 Mixture Representation 
 

The mixture representation of the pdf is essential in the derivation of the statistical properties of the OCE family 

of distributions. An alternative form for the OCE distribution’s pdf is provided in this section. Through the 

concept of power series, the density function of the OCE distribution is expressed in a mixture form to obtain 

certain statistical features of the distribution.  

 

Lemma 2.1 The density function of the OCE distribution can be expressed in a series 

representation as; 

 

                                 𝑓(𝑥) =
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚𝑥

𝑚𝑒−
𝑘𝑥

𝛼⁄∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                            (2.12) 

 

Where, 

                             𝜔𝑖𝑗𝑘𝑚 = (
𝛽(𝑗 + 1) − 1

𝑘
)
(−1)𝑖+𝑘𝜆𝑖

𝑖!
.
(𝑖+1)𝑗

𝑟!
.
𝛽𝑚(𝑗+1)𝑚

𝑚!𝛼𝑚
                                              (2.13) 

 

Proof.  Given the density function, 

𝑓(𝑥) =
𝜆𝛽

𝛼
𝑒−

𝑥
𝛼⁄ (𝑒−

𝑥
𝛼⁄ )
−(𝛽+1)

(1 − 𝑒−
𝑥
𝛼⁄ )
(𝛽−1)

exp ((𝑒
𝑥
𝛼⁄ − 1)

𝛽
) exp (λ (1 − exp ((𝑒

𝑥
𝛼⁄ − 1)

𝛽
)))  𝛼 >

0, 𝛽 > 0, 𝜆 > 0                                                                                                                                                 (2.14) 

 

Applying the Taylor series expansion yields; 

 

                      𝑓(𝑥) =
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑

(−1)𝑖𝜆𝑖

𝑖!
.
(𝑖+1)𝑗

𝑗!
(1 − 𝑒−

𝑥
𝛼⁄ )
𝛽(𝑗+1)−1

𝑒𝛽(𝑗+1)
𝑥
𝛼⁄∞

𝑗=0
∞
𝑖=0                             (2.15) 

 

Further applying the Taylor’s series and binomial expansion yields; 

 

𝑓(𝑥) =
𝜆𝛽

𝛼
𝑒𝜆∑∑∑∑ (

𝛽(𝑗 + 1) − 1
𝑘

)
(−1)𝑖+𝑘𝜆𝑖

𝑖!
.
(𝑖 + 1)𝑗

𝑟!
.
𝛽𝑚(𝑗 + 1)𝑚

𝑚!𝛼𝑚
𝑥𝑚𝑒−

𝑘𝑥
𝛼⁄

∞

𝑚=0

∞

𝑘=0

∞

𝑗=0

∞

𝑖=0

 

This completes the proof. 

 

2.3 Statistical Properties of the Odd Chen Exponential Distribution 
 

In this section, the structural properties of the OCE distribution such as the quantile function, moments, 

moment-generating function, incomplete moment, entropy, order statistic, and inequality measures are derived 

and discussed. 

 

2.3.1 Quantile Function 

 

In probability and statistics, the quantile function, associated with a probability distribution of a random 

variable, specifies the value of the random variable such that the probability of the variable being less than or 

equal to that value equals the given probability. The quantile function is the distribution function's inverse. The 
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quantile function can be used to calculate random variable characteristics such as skewness, kurtosis, and 

median [12].  

 

Proposition 2.1 The quantile function of the OCE distribution is given by; 

 

                                             𝑄(𝑝) = 𝛼 log {1 + [log (1 −
1

𝜆
log(1 − 𝑝))]

1

𝛽
} , 0 < 𝑝 < 1                               (2.16) 

Proof. Suppose the random variable p follows the standard uniform distribution then, 0 < 𝑝 < 1. 

                          𝐿𝑒𝑡 𝑝 = 1 − exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
)                                              (2.17) 

exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
) = 1 − 𝑝 

𝜆 [1 − exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
] = log(1 − 𝑝) 

exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
= 1 −

1

𝜆
log(1 − 𝑝) 

(𝑒
𝑥
𝛼⁄ − 1)

𝛽
= log (1 −

1

𝜆
log(1 − 𝑝)) 

                                                    𝑥 = 𝛼 log {1 + [log (1 −
1

𝜆
log(1 − 𝑝))]

1

𝛽
}                                                 (2.18) 

By observations, 𝑥 is a function of 𝑝, hence the quantile function is a function of p. Therefore, 

                                 𝑄(𝑝) = 𝛼 log {1 + [log (1 −
1

𝜆
log(1 − 𝑝))]

1

𝛽
}                                                (2.19) 

This completes the proof. 

 

Also, the measures of skewness and kurtosis can be computed based on the quantile measures. The Bowley 

measure of skewness and the Moors measure of kurtosis are respectively defined as; 

 

                         𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 =
𝑄(1 4⁄ )+𝑄(

3
4⁄ )−2𝑄(

1
2⁄ )

𝑄(3 4⁄ )−𝑄(
1
4⁄ )

                                                              (2.20) 

and 

     𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
𝑄(7 8⁄ )−𝑄(

5
8⁄ )+𝑄(

3
8⁄ )−𝑄(

1
8⁄ )

𝑄(3 4⁄ )−𝑄(
1
4⁄ )

                            (2.21) 

 

2.3.2 Moment 

 

Proposition 2.2 The 
thr  moment of the OCE distributed random variable 𝑋 is given as; 

 

                 𝑢𝑟
′ =

𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚 ∫ 𝑥𝑚+𝑟𝑒

−𝑘𝑥
𝛼⁄ 𝑑𝑥

∞

0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                       (2.22) 

 

Proof. By definition, the 
thr  non-central moment is given by; 

 

                                       𝑢𝑟
′ = ∫ 𝑥𝑟𝑓(𝑥)𝑑𝑥

∞

0
                                                                        (2.23) 

 

Applying the series representation of the pdf results in equation 2.24; 

 

                    𝑢𝑟
′ = ∫

𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚𝑥

𝑚+𝑟𝑒
−𝑘𝑥

𝛼⁄∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0 𝑑𝑥

∞

0
                                          (2.24) 

 

                                  𝑢𝑟
′ =

𝜆𝛽

𝛼
𝑒𝜆∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚 ∫ 𝑥𝑚+𝑟𝑒

−𝑘𝑥
𝛼⁄ 𝑑𝑥

∞

0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                           (2.25) 

 

This therefore completes the proof. 
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2.3.3 Incomplete Moment 

 

Proposition 2.3 The incomplete moment of the OCE distribution is given as; 

 

                          𝑀𝑟(𝑥) = ∫
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚𝑦

𝑚+𝑟𝑒
−𝑘𝑦

𝛼⁄∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0 𝑑𝑦

𝑥

0
                                            (2.26) 

 

Where, 𝜔𝑖𝑗𝑘𝑚  is the same as in equation 2.13. 

 

Proof. The incomplete moment of a random variable is given as; 

 

                                                     𝑀𝑟(𝑥) = ∫ 𝑦𝑟𝑓(𝑦)𝑑𝑦
𝑥

0
                                                                     (2.27) 

 

Thus, by replacing the series representation of the density function of the OCE distribution into the definition of 

the incomplete moment, the incomplete moment is given by; 

 

      𝑀𝑟(𝑥) = ∫
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚𝑦

𝑚+𝑟𝑒
−𝑘𝑦

𝛼⁄∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0 𝑑𝑦

𝑥

0
                                    (2.28) 

 

This therefore completes the proof. 

 

2.3.4 Inequality Measures 

 

Several fields like insurance, econometrics and reliability studies employ Lorenz and Bonferroni curves in the 

study of inequality measures like income and poverty. 

 

2.3.4.1 Lorenz curve 

 

The Lorenz Curve is defined as; 

 

                      𝐿𝑓(𝑥) =
1

𝜇
∫ 𝑦𝑓(𝑦)𝑑𝑦
𝑥

0
                                       (2.29) 

 

The Lorenz curve for the OCE distribution is obtained by substituting the mixture representation of the density 

in equation 2.13 into the definition of the Lorenz curve. Therefore, the Lorenz Curve for the OCE distribution is 

given by; 

      𝐿𝑓(𝑥) =
𝜆𝛽

𝛼𝜇
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚 ∫ 𝑦𝑚+1𝑒

−𝑘𝑦
𝛼⁄ 𝑑𝑦

𝑥

0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                               (2.30) 

 

2.3.4.2 Bonferroni curve 

 

The Bonferroni Curve is defined as; 

 

                                              𝐵𝐹(𝑥) =
𝐿𝑓(𝑥)

𝐹(𝑥)
                                                                         (2.31) 

 

The Bonferroni curve for the OCE distribution is obtained by substituting the Lorenz curve in equation 2.31 into 

the definition of the Bonferroni curve. Therefore, the Bonferroni curve for the OCE distribution is given by; 

 

          𝐵𝐹(𝑥) =
𝜆𝛽

𝛼𝜇𝐹(𝑥)
𝑒𝜆 ∑ ∑ ∑ ∑ 𝜔𝑖𝑗𝑘𝑚 ∫ 𝑦𝑚+1𝑒

−𝑘𝑦
𝛼⁄ 𝑑𝑦

𝑥

0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                           (2.32) 

 

2.3.5 Entropy 

 

Proposition 2.4 The Renyi entropy of the OCE distribution is given by; 

 

                 𝐼𝑅(𝜓) =
1

(1−𝜓)
log {∫ (

𝜆𝛽𝑒𝜆

𝛼
)
𝜓

∑ ∑ ∑ ∑ 𝜙𝑖𝑗𝑘𝑚𝑥
𝑚𝑒

−𝑘𝑥
𝛼⁄∞

𝑚=0
∞
𝑘=0

∞
𝑗=0

∞
𝑖=0 𝑑𝑥

∞

0
} , 𝜓 ≠ 1, 𝜓 > 0          (2.33) 
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Proof: The Renyi entropy, which is denoted by 𝐼𝑅(𝜓) for the random variable 𝑋 is defined as; 

 

                                             𝐼𝑅(𝜓) =
1

(1−𝜓)
log{∫ 𝑓(𝑥)𝜓𝑑𝑥

∞

0
} , 𝜓 > 0                                              (2.34)    

 

Using the density function, f(x) as it is in equation 2.6, 

 

𝑓(𝑥)𝜓 = [
𝜆𝛽

𝛼
𝑒−

𝑥
𝛼⁄ (𝑒−

𝑥
𝛼⁄ )
−(𝛽+1)

(1 − 𝑒−
𝑥
𝛼⁄ )
(𝛽−1)

exp ((𝑒
𝑥
𝛼⁄ − 1)

𝛽
) exp (λ (1 − exp ((𝑒

𝑥
𝛼⁄ − 1)

𝛽
)))]

𝜓

 

 

By some algebraic simplification; 

 

𝑓(𝑥)𝜓 = (
𝜆𝛽

𝛼
𝑒𝜆)

𝜓

∑∑∑∑𝜙𝑖𝑗𝑘𝑚𝑥
𝑚𝑒−

𝑘𝑥
𝛼⁄

∞

𝑚=0

∞

𝑘=0

∞

𝑗=0

∞

𝑖=0

 

where,  

𝜙𝑖𝑗𝑘𝑚 = (
𝛽(𝑗 + 1) − 𝜓

𝑘
)
(−1)𝑖+𝑘𝜆𝑖𝜓𝑖

𝑖!
.
(𝑖 + 𝜓)𝑗

𝑟!
.
𝛽𝑚(𝑗 + 𝜓)𝑚

𝑚!𝛼𝑚
 

 

Hence, the Renyi entropy is becomes; 

        

𝐼𝑅(𝜓) =
1

(1−𝜓)
log {∫ (

𝜆𝛽𝑒𝜆

𝛼
)
𝜓

∑ ∑ ∑ ∑ 𝜙𝑖𝑗𝑘𝑚𝑥
𝑚𝑒

−𝑘𝑥
𝛼⁄∞

𝑚=0
∞
𝑘=0

∞
𝑗=0

∞
𝑖=0 𝑑𝑥

∞

0
} , 𝜓 ≠ 1, 𝜓 > 0                      (2.35) 

 

This therefore completes the proof. 

 

2.4 The Moment Generating Function (MGF) 
 

The Moment Generating Function (MGF) is a special function used to compute statistical measures such as the 

mean and variance of a given random variable.  

 

Proposition 2.5 

 

The MGF of a random variable X having the OCE distribution is given by; 

      

𝑀𝑥(𝑡) =
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ ∑ (𝜔𝑖𝑗𝑘𝑚

𝑡𝑟

𝑟!
∫ 𝑥𝑚+𝑟𝑒

−𝑘𝑥
𝛼⁄ 𝑑𝑥

∞

0
)∞

𝑟=0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                          (2.36) 

 

Proof. The MGF is defined as; 

 

              𝑀𝑥(𝑡) = 𝐸(𝑒
𝑡𝑥) = ∫ 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥

∞

0
                                                   (2.37) 

 

Using the Taylor series expression, the MGF can be rewritten as; 

 

                                         𝑀𝑥(𝑡) = ∫ ∑
𝑡𝑟𝑥𝑟

𝑟!

∞
𝑟=0 𝑓(𝑥)𝑑𝑥

∞

0
                                                     (2.38) 

 

                                  𝑀𝑥(𝑡) = ∑
𝑡𝑟

𝑟!

∞
𝑟=0 ∫ 𝑥𝑟𝑓(𝑥)𝑑𝑥

∞

0
= ∑

𝑡𝑟

𝑟!

∞
𝑟=0 𝜇𝑟

′                                       (2.39) 

Substituting the 
thr  moment of the OCE distribution yields; 

 

             𝑀𝑥(𝑡) =
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ ∑ (𝜔𝑖𝑗𝑘𝑚

𝑡𝑟

𝑟!
∫ 𝑥𝑚+𝑟𝑒

−𝑘𝑥
𝛼⁄ 𝑑𝑥

∞

0
)∞

𝑟=0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                      (2.40) 

 

This therefore completes the proof. 
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2.5 Characteristic Function 
 

Characteristic functions are particularly useful in handling heavy-tailed random variables for which the 

corresponding moment-generating functions do not exist.  

 

Proposition 2.6 

 

The characteristic function of the OCE distribution for a random variable 𝑋 is given by; 

  

      𝐶𝑥(𝑡) =
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ ∑ (𝜔𝑖𝑗𝑘𝑚

(𝑖𝑡)𝑟

𝑟!
∫ 𝑥𝑚+𝑟𝑒

−𝑘𝑥
𝛼⁄ 𝑑𝑥

∞

0
)∞

𝑟=0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                (2.41) 

 

Proof. The characteristic function of x  is defined as; 

 

   𝐶𝑥(𝑡) = 𝐸(𝑒
𝑖𝑡𝑥) = ∫ 𝑒𝑖𝑡𝑥𝑓(𝑥)𝑑𝑥

∞

0
,          𝑤ℎ𝑒𝑟𝑒, 𝑖 = √−1 

 

Using Taylor’s expansion, the characteristic function can be rewritten as; 

 

                   𝐶𝑥(𝑡) = ∫ ∑
(𝑖𝑡)𝑟𝑥𝑟

𝑟!

∞
𝑟=0 𝑓(𝑥)𝑑𝑥

∞

0
                                                      (2.42) 

 

                                𝐶𝑥(𝑡) = ∑
(𝑖𝑡)𝑟

𝑟!

∞
𝑟=0 ∫ 𝑥𝑟𝑓(𝑥)𝑑𝑥

∞

0
= ∑

(𝑖𝑡)𝑟

𝑟!

∞
𝑟=0 𝜇𝑟

′                                   (2.43) 

 

Substituting the 
thr  moment of the OCE distribution yields; 

 

                    𝐶𝑥(𝑡) =
𝜆𝛽

𝛼
𝑒𝜆 ∑ ∑ ∑ ∑ ∑ (𝜔𝑖𝑗𝑘𝑚

(𝑖𝑡)𝑟

𝑟!
∫ 𝑥𝑚+𝑟𝑒

−𝑘𝑥
𝛼⁄ 𝑑𝑥

∞

0
)∞

𝑟=0
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0                                 (2.44) 

 

This completes the proof. 

 

2.6 Order Statistics 
 

The most common application of order statistics is in statistical theory. Order statistics is concerned with the 

properties and applications of these ordered random variables, as well as the functions that incorporate them. 

The order statistics for the OCE distribution is given by; 

 

                    𝑓𝑝:𝑛 = 𝜆𝛽 ∑ ∑ ∑ ∑ ∑ 𝐷𝑖𝑗𝑘𝑙𝑚
∞
𝑚=0

𝑛!

(𝑝−1)!(𝑛−𝑝)!
𝑥𝑚𝑒−

𝑙𝑥
𝛼⁄∞

𝑙=0
∞
𝑘=0

∞
𝑗=0

𝑝−1
𝑖=0                                              (2.45) 

where, 

           𝐷𝑖𝑗𝑘𝑙𝑚 = (
𝛽(𝑘 + 1) − 1

𝑙
) (
𝑝 − 1
𝑖
)
(−1)𝑖+𝑗+1[𝜆(𝑛−𝑝+𝑖+1)]𝑗(𝑗+1)𝑘𝛽𝑚(𝑘+1)𝑚

𝑗!𝑘!𝑚!𝛼𝑚+1
𝑒𝜆(𝑛−𝑝+𝑖+1)              (2.46) 

 

Proof. The pdf of the 𝑝𝑡ℎ order statistics is given by; 

 

                   𝑓𝑝:𝑛 = 𝑈𝑟:𝑛[𝐹(𝑥)]
𝑝−1[1 − 𝐹(𝑥)]𝑛−𝑝𝑓(𝑥),   𝑟 = 1,2,3, … , 𝑛                            (2.47) 

 

where, 

                             𝑈𝑟:𝑛 =
𝑛!

(𝑝−1)!(𝑛−𝑝)!
                  (2.48) 

 

By further simplification, equation (2.47) becomes; 

 

                                     𝑓𝑝:𝑛 = 𝑈𝑟:𝑛[𝐹(𝑥)]
𝑝−1[𝑆(𝑥)]𝑛−𝑝𝑓(𝑥)                                                            (2.49) 

 

    𝑓𝑝:𝑛 = 𝑈𝑟:𝑛 [1 − exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
)]
𝑝−1

[exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
)]
𝑛−𝑝

𝑓(𝑥)                     (2.50) 
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Applying the binomial expansion to the above yields; 

 

                   𝑓𝑝:𝑛 = 𝑈𝑟:𝑛 ∑ (
𝑝 − 1
𝑖
)

𝑝−1
𝑖=0 (−1)𝑖 [exp (𝜆 − 𝜆 exp(𝑒

𝑥
𝛼⁄ − 1)

𝛽
)]
𝑛−𝑝+𝑖

𝑓(𝑥)                                (2.51) 

 

                                   𝑓𝑝:𝑛 = 𝑈𝑟:𝑛 ∑ (
𝑝 − 1
𝑖
)

𝑝−1
𝑖=0 (−1)𝑖[S(x)]𝑛−𝑝+𝑖𝑓(𝑥)                                                         (2.52) 

 

 [S(x)]𝑛−𝑝+𝑖𝑓(𝑥) = [exp (𝜆 − 𝜆 exp(𝑒
𝑥
𝛼⁄ − 1)

𝛽
)]
𝑛−𝑝+𝑖

[
𝜆𝛽

𝛼
𝑒−

𝑥
𝛼⁄ (𝑒−

𝑥
𝛼⁄ )
−(𝛽+1)

(1 − 𝑒−
𝑥
𝛼⁄ )
(𝛽−1)

𝜙(𝑥,𝛼)]  (2.53) 

 

Applying Taylor’s and binomial expansions on equation 2.53, the resulting equation is given by; 

 

[S(x)]𝑛−𝑝+𝑖𝑓(𝑥) = 𝜆𝛽 ∑ ∑ ∑ ∑ (
𝛽(𝑘 + 1) − 1

𝑙
)
(−1)𝑗+𝑙[𝜆(𝑛−𝑝+𝑖+1)]𝑗(𝑗+1)𝑘𝛽𝑚(𝑘+1)𝑚

𝑒−𝜆(𝑛−𝑝+𝑖+1)𝑗!𝑘!𝑚!𝛼𝑚+1
∞
𝑚=0 𝑥𝑚𝑒−

𝑙𝑥
𝛼⁄∞

𝑙=0
∞
𝑘=0

∞
𝑗=0  (2.54) 

 

Substituting equation (2.54) into equation (2.52), equation (2.55) is obtained as; 

 

𝑓𝑝:𝑛 = 𝜆𝛽 ∑ ∑ ∑ ∑ ∑ (
𝛽(𝑘 + 1) − 1

𝑙
) (
𝑝 − 1
𝑖
)
𝑛!(−1)𝑖+𝑗+𝑙[𝜆(𝑛−𝑝+𝑖+1)]𝑗(𝑗+1)𝑘𝛽𝑚(𝑘+1)𝑚

𝑒−𝜆(𝑛−𝑝+𝑖+1)(𝑝−1)!(𝑛−𝑝)!𝑗!𝑘!𝑚!𝛼𝑚+1
∞
𝑚=0 𝑥𝑚𝑒−

𝑙𝑥
𝛼⁄∞

𝑙=0
∞
𝑘=0

∞
𝑗=0

𝑝−1
𝑖=0  

(2.55) 

 

Hence the proof. 

 

2.7 Mean Residual Life 
 

The expected remaining life, X x− , given that the item has survived to time x , is the mean residual life 

(MRL). Thus, in life-testing situations, the MRL is the expected additional lifetime, given that a component has 

survived until time x . Since the MRL function represents the expected remaining life, x must be subtracted, 

resulting in; 

             ℎ(𝑥) = 𝐸[𝑋 − 𝑥|𝑋 > 𝑥] =
∫ 𝑦𝑓(𝑦)𝑑𝑦
∞

𝑥

𝑆(𝑥)
− 𝑥                                                                            (2.56) 

 

         ℎ(𝑥) = 𝜆𝛽𝑒𝜆 ∑ ∑ ∑ ∑
𝜔𝑖𝑗𝑘𝑚

𝑒𝑥𝑝[𝜆(1−𝑒𝑥𝑝(𝑒𝑥/𝛼−1)
𝛽
)]
∫ 𝑦𝑚+1𝑒−

𝑘𝑦

𝛼 𝑑𝑦
∞

𝑥
∞
𝑚=0

∞
𝑘=0

∞
𝑗=0

∞
𝑖=0 − 𝑥                     (2.57) 

 

2.8 Method of Estimations 
 

In this section, some estimations for the OCE are computed. The maximum likelihood estimators, least square 

estimators, percentile estimators, maximum product of spacings estimators and the minimum distances 

estimators are discussed. 

 

2.8.1 Maximum Likelihood Estimators 

 

     𝐿(𝑥; 𝛼, 𝛽, 𝜆) = ∏ 𝑓(𝑥)𝑛
𝑖=1                                                                                  (2.58) 

 

𝐿(𝑥; 𝛼, 𝛽, 𝜆) = (
𝜆𝛽

𝛼
)
𝑛

𝑒
∑

𝛽𝑥𝑖
𝛼

∞
𝑖=1 ∑ (1 − 𝑒−

𝑥𝑖
𝛼 )

𝛽−1
𝑛
𝑖=1 𝑒

∑ (𝑒
𝑥𝑖
𝛼−1)𝑛

𝑖=1

𝛽

𝑒𝑥𝑝 (𝜆∑ (1 − 𝑒𝑥𝑝 (𝑒
𝑥𝑖
𝛼 − 1)

𝛽

)𝑛
𝑖=1 )        (2.59) 

 

 

𝑙 = 𝑙𝑜𝑔  𝐿(𝑥; 𝛼, 𝛽, 𝜆) = 𝑛 𝑙𝑜𝑔 (
𝜆𝛽

𝛼
) + ∑

𝛽𝑥𝑖

𝛼

∞
𝑖=1 + (𝛽 − 1)∑ 𝑙𝑜𝑔 (1 − 𝑒−

𝑥𝑖
𝛼 )𝑛

𝑖=1 + 𝜆∑ (1 − 𝑒𝑥𝑝 (𝑒
𝑥𝑖
𝛼 − 1)

𝛽

)𝑛
𝑖=1  

(2.60) 
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For ease of notation, the first partial derivative of equation (2.60) with respect to , ,   is denoted by 

, ,ml ml ml    respectively. Now, equating the first partial derivatives to zero results in equation (61); 

 

      𝑚𝑙𝛼 = −
𝑛

𝛼
− ∑

𝛽𝑥𝑖

𝛼2
− (𝛽 − 1)𝑛

𝑖=1 ∑
𝑥𝑒
−
𝑥𝑖
𝛼

𝛼2(1−𝑒
−
𝑥𝑖
𝛼 )

𝑛
𝑖=1 + 𝜆∑

(

 
 
(𝑒
𝑥𝑖
𝛼−1)

𝛽

𝛽𝑥𝑒
𝑥𝑖
𝛼 𝑒𝑥𝑝((𝑒

𝑥𝑖
𝛼−1)

𝛽

)

𝛼2(𝑒
𝑥𝑖
𝛼−1)

)

 
 

𝑛
𝑖=1 = 0             (2.61)    

 

                                                                                     

𝑚𝑙𝛽 =
𝑛

𝛽
+ ∑ 𝑙𝑜𝑔 (1 − 𝑒−

𝑥𝑖
𝛼 )𝑛

𝑖=1 − 𝜆∑ ((𝑒
𝑥𝑖
𝛼 − 1)

𝛽

)𝑛
𝑖=1 𝑒𝑥𝑝 ((𝑒

𝑥𝑖
𝛼 − 1)

𝛽

) 𝑙𝑛 (𝑒
𝑥𝑖
𝛼 − 1) = 0        (2.62) 

 

       𝑚𝑙𝜆 =
𝑛

𝜆
+ ∑ (1 − 𝑒𝑥𝑝 (𝑒

𝑥𝑖
𝛼 − 1)

𝛽

)𝑛
𝑖=1 = 0                                                  (2.63) 

The maximum likelihood estimates �̂�, �̂� and �̂� of 𝛼, 𝛽 and 𝜆can be obtained by solving equations 2.61 - 2.63. 

 

2.8.2 Least Squares Estimators 

 

The least-square estimators and weighted least-square estimators were proposed by [13] to estimate the 

parameters of Beta distributions. Suppose 𝐹(𝑥𝑖) denotes the OCE distribution function of the ordered random 

variables 𝑋1 < 𝑋2 <. . . < 𝑋𝑛 where {𝑋1, 𝑋2, … , 𝑋𝑛} is a random sample of size n from a distribution function 

𝐹(𝑥; 𝛼, 𝛽, 𝜆). The least-square estimators �̂�𝑙𝑠𝑒 , �̂�𝑙𝑠𝑒  and �̂�𝑙𝑠𝑒of 𝛼, 𝛽 and 𝜆 can be obtained by minimizing 

 

𝐿𝑆𝐸 = ∑ [𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) −
𝑖

𝑛+1
]
2

𝑛
𝑖=1                                       (2.64) 

 

with respect to 𝛼, 𝛽 and 𝜆and equating them to zero where 𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) is the cdf of the OCE. Consequently, 

they can be obtained by solving the following equations, 

 

𝜕𝐿𝑆𝐸

𝜕𝛼
= −2∑[1 − 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

))) −
𝑖

𝑛 + 1
]𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0 

 

𝜕𝐿𝑆𝐸

𝜕𝛽
= 2∑[1 − 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

))) −
𝑖

𝑛 + 1
]𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0 

 

𝜕𝐿𝑆𝐸

𝜕𝜆
= −2∑[1 − 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

))) −
𝑖

𝑛 + 1
]𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0 

where,  

 

𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) =

𝜆𝛽𝑥(𝑒
𝑥𝑖:𝑛
𝛼 −1)

𝛽

𝑒𝑥𝑝((𝑒
𝑥𝑖:𝑛
𝛼 −1)

𝛽

)𝑒𝑥𝑝(𝜆(1−𝑒𝑥𝑝((𝑒
𝑥𝑖:𝑛
𝛼 −1)

𝛽

)))

𝛼2(1−𝑒
−
𝑥𝑖:𝑛
𝛼 )

                       (2.65) 

 

𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) = 𝜆 (𝑒
𝑥𝑖:𝑛
𝛼 − 1)

𝛽

𝑙𝑛 (𝑒
𝑥𝑖:𝑛
𝛼 − 1) 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

) 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒
𝑥𝑖:𝑛
𝛼 − 1)

𝛽

)))   (2.66) 

 

    𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) = (1 − 𝑒𝑥𝑝 ((𝑒
𝑥𝑖:𝑛
𝛼 − 1)

𝛽

)) 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒
𝑥𝑖:𝑛
𝛼 − 1)

𝛽

)))                    (2.67) 
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The weighted least squares estimators, on the other hand, can be obtained by minimizing the equation; 

 

        𝑊𝐿𝑆𝐸 = ∑
(𝑛+1)2(𝑛+2)

𝑖(𝑛−𝑖+1)
[𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) −

𝑖

𝑛+1
]
2

𝑛
𝑖=1                                                       (2.68) 

 

with respect to 𝛼, 𝛽 and 𝜆. The estimators can be obtained by solving the system of equations in equation 2.69; 

 

𝜕𝐿𝑆𝐸

𝜕𝛼
= −2∑

(𝑛 + 1)2(𝑛 + 2)

𝑖(𝑛 − 𝑖 + 1)
[1 − 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

))) −
𝑖

𝑛 + 1
] 𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0 

 

 

𝜕𝐿𝑆𝐸

𝜕𝛽
= 2∑

(𝑛 + 1)2(𝑛 + 2)

𝑖(𝑛 − 𝑖 + 1)
[1 − 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

))) −
𝑖

𝑛 + 1
] 𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0 

 

 

𝜕𝐿𝑆𝐸

𝜕𝜆
= −2∑

(𝑛 + 1)2(𝑛 + 2)

𝑖(𝑛 − 𝑖 + 1)
[1 − 𝑒𝑥𝑝 (𝜆 (1 − 𝑒𝑥𝑝 ((𝑒

𝑥𝑖:𝑛
𝛼 − 1)

𝛽

))) −
𝑖

𝑛 + 1
] 𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0 

 

(2.69) 

 

2.8.3 Percentile Estimators 

 

If the data come from a closed-form distribution function, the unknown parameters can be estimated by fitting a 

straight line to the theoretical points from the distribution function and the sample percentile points [14] 

proposed this method, which has been used for Weibull distribution and generalized exponential distribution. 

Let j be the jth order statistics, that is, 𝑋1 < 𝑋2 <. . . < 𝑋𝑛. If 𝑝𝑗  denotes some estimates of 𝐹(𝑥𝑗; 𝛼, 𝛽, 𝜆) the 

estimates, �̂�, �̂� and �̂� can be obtained by minimizing with respect to 𝛼, 𝛽 and 𝜆 and equating them to zero in the 

equation below; 

 

         𝑃𝐸 = ∑ (𝑥𝑗 − 𝛼 𝑙𝑜𝑔 [1 + (𝑙𝑜𝑔 (1 −
1

𝜆
𝑙𝑜𝑔(1 − 𝑝)))

1

𝛽
])𝑛

𝑗=1

2

                               (2.70) 

 

The estimators can be obtained by solving the following system in equation (2.71); 

 

𝜕𝑃𝐸

𝜕𝛼
= −2∑(𝑥𝑗 − 𝛼 𝑙𝑜𝑔 [1 + (𝑙𝑜𝑔 (1 −

1

𝜆
𝑙𝑜𝑔(1 − 𝑝)))

1
𝛽
])

𝑛

𝑗=1

2

𝛺1(𝑝; 𝛼, 𝛽, 𝜆) = 0, 

𝜕𝑃𝐸

𝜕𝛽
= 2∑ (𝑥𝑗 − 𝛼 𝑙𝑜𝑔 [1 + (𝑙𝑜𝑔 (1 −

1

𝜆
𝑙𝑜𝑔(1 − 𝑝)))

1

𝛽
])𝑛

𝑗=1

2

𝛺2(𝑝; 𝛼, 𝛽, 𝜆) = 0                         (2.71) 

 

𝜕𝑃𝐸

𝜕𝜆
= −2∑ (𝑥𝑗 − 𝛼 𝑙𝑜𝑔 [1 + (𝑙𝑜𝑔 (1 −

1

𝜆
𝑙𝑜𝑔(1 − 𝑝)))

1

𝛽
])𝑛

𝑗=1

2

𝛺3(𝑝; 𝛼, 𝛽, 𝜆) = 0,         

 

Where 

𝛺1(𝑝; 𝛼, 𝛽, 𝜆) = 𝑙𝑛 (1 + 𝑙𝑛 (1 −
𝑙𝑛(1−𝑝)

𝜆
)

1

𝛽
)               (2.72) 

𝛺2(𝑝; 𝛼, 𝛽, 𝜆) =
𝛼 𝑙𝑛(1−

𝑙𝑛(1−𝑝)

𝜆
)

1
𝛽
𝑙𝑛(𝑙𝑛(1−

𝑙𝑛(1−𝑝)

𝜆
))

𝛽2(1+𝑙𝑛(1−
𝑙𝑛(1−𝑝)

𝜆
)

1
𝛽
)

                                      (2.73) 
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𝛺3(𝑝; 𝛼, 𝛽, 𝜆) =
𝛼 𝑙𝑛(1−

𝑙𝑛(1−𝑝)

𝜆
)

1
𝛽
𝑙𝑛(1−𝑝)

𝛽𝜆2(1−
𝑙𝑛(1−𝑝)

𝜆
) 𝑙𝑛(1−

𝑙𝑛(1−𝑝)

𝜆
)(1+𝑙𝑛(1−

𝑙𝑛(1−𝑝)

𝜆
)

1
𝛽
)

                 (2.74) 

These estimators are referred to as percentile estimators. 

 

2.9 Maximum Product of Spacings Estimators 
 

Ranneby [15] proposed the maximum product spacing (MPS) method as an alternative to MLE for estimating 

the unknown parameters of continuous univariate distributions [8] and independently developed the MPS 

method as an approximation to the Kullback-Leibler measure of information. Cheng [16] demonstrated that this 

method is as efficient as MLE estimators and consistent under more general conditions, which motivated our 

choice. Define the uniform spacings of a random sample from the OCE distribution as follows, using the same 

notation as in the percentile estimator: 

 

𝐷𝑖(𝛼, 𝛽, 𝜆) = 𝐹(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) − 𝐹(𝑥𝑖−1:𝑛|𝛼, 𝛽, 𝜆),  𝑖 = 1,2, . . . , 𝑛, 
 

where 𝐹(𝑥0:𝑛|𝛼, 𝛽, 𝜆) = 0 and 𝐹(𝑥𝑛+1:𝑛|𝛼, 𝛽, 𝜆) = 1. Clearly, ∑ 𝐷𝑖(𝛼, 𝛽, 𝜆)
𝑛+1
𝑖=1 = 1. 

The maximum product of spacings estimator �̂�𝑀𝑃𝑆, �̂�𝑀𝑃𝑆 and �̂�𝑀𝑃𝑆 of the parameters 𝛼, 𝛽 and 𝜆 are obtained by 

maximizing with respect to 𝛼, 𝛽 and 𝜆, the geometric mean of spacings: 

 

𝐺(𝛼, 𝛽, 𝜆) = [∏ 𝐷𝑖(𝛼, 𝛽, 𝜆)
𝑛+1
𝑖=1 ]

1

𝑛+1                                           (2.75) 

 

or, equivalently, by minimizing the function; 

 

𝐻(𝛼, 𝛽, 𝜆) =
1

𝑛+1
∑ 𝑙𝑜𝑔 𝐷𝑖 (𝛼, 𝛽, 𝜆)
𝑛+1
𝑖=1                                     (2.76) 

 

The estimators can be obtained by solving the non-linear system in equation 2.77; 

 

𝜕

𝜕𝛼
𝐻(𝛼, 𝛽, 𝜆) =

1

𝑛 + 1
∑

1

𝐷𝑖(𝛼, 𝛽, 𝜆)
[𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) − 𝜇1(𝑥𝑖−1:𝑛|𝛼, 𝛽, 𝜆)]

𝑛+1

𝑖=1

= 0 

 
𝜕

𝜕𝛽
𝐻(𝛼, 𝛽, 𝜆) =

1

𝑛+1
∑

1

𝐷𝑖(𝛼,𝛽,𝜆)
[𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) − 𝜇2(𝑥𝑖−1:𝑛|𝛼, 𝛽, 𝜆)]

𝑛+1
𝑖=1 = 0        (2.77) 

 
𝜕

𝜕𝛽
𝐻(𝛼, 𝛽, 𝜆) =

1

𝑛+1
∑

1

𝐷𝑖(𝛼,𝛽,𝜆)
[𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) − 𝜇3(𝑥𝑖−1:𝑛|𝛼, 𝛽, 𝜆)]

𝑛+1
𝑖=1 = 0       

 

2.10 Minimum Distances Estimators 
 

Three minimization-based estimation methods for 𝛼, 𝛽 and 𝜆 with respect to 𝛼, 𝛽 and 𝜆 of the goodness-of-fit 

statistics are presented. This statistical class is based on the difference between the cumulative distribution 

function estimate and the empirical distribution function [10]. 

 

2.10.1 Cramer-von-mises 

 

Luciano [17] provided empirical evidence that the bias of the estimator is smaller than that of the other 

minimum distance estimators, which motivated our choice of Cramér-von-Mises type minimum distance 

estimators. Thus, the Cramer-Von-Mises estimators, �̂�𝐶𝑉𝑀𝐸 , �̂�𝐶𝑉𝑀𝐸  and �̂�𝐶𝑉𝑀𝐸 of the parameters 𝛼, 𝛽 and 𝜆 can 

be obtained by minimizing with respect to 𝛼, 𝛽 and 𝜆, the function;  

 

𝐶(𝛼, 𝛽, 𝜆) =
1

12𝑛
+ ∑ [𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) −

2𝑖−1

2𝑛
]
2

𝑛
𝑖=1                                                         (2.78) 

 

  



 
 

 

 
Otoo et al.; Asian J. Prob. Stat., vol. 25, no. 1, pp. 13-34, 2023; Article no.AJPAS.106376 

 

 

 
25 

 

These estimators can also be obtained by solving the system of nonlinear equations; 

 

 

  
𝜕

𝜕𝛼
𝐶(𝛼, 𝛽, 𝜆) = −2∑ [𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) −

2𝑖−1

2𝑛
]
2

𝑛
𝑖=1 𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) = 0  

 

 

  
𝜕

𝜕𝛽
𝐶(𝛼, 𝛽, 𝜆) = 2∑ [𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) −

2𝑖−1

2𝑛
]
2

𝑛
𝑖=1 𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) = 0               (2.79) 

 

 

  
𝜕

𝜕𝜆
𝐶(𝛼, 𝛽, 𝜆) = −2∑ [𝐹(𝑥𝑖:1|𝛼, 𝛽, 𝜆) −

2𝑖−1

2𝑛
]
2

𝑛
𝑖=1 𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) = 0                          

 

 

where, 𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆), 𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) and 𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) are the same as have been through this study. 

 

2.10.2 Anderson-Darling and Right-Tail Anderson-Darling estimators 

 

The Anderson-Darling test [18] is an alternative to other statistical tests for detecting deviations from normality 

in sample distributions. The AD test, in particular, converges very quickly toward the asymptote [18-20]. The 

Anderson-Darling Estimators, �̂�𝐴𝐷𝐸 , �̂�𝐴𝐷𝐸  and �̂�𝐴𝐷𝐸  of the parameters 𝛼, 𝛽 and 𝜆  can be obtained from 

minimizing with respect to 𝛼, 𝛽 and 𝜆 the function; 

 

𝐴(𝛼, 𝛽, 𝜆) = −𝑛 −
1

𝑛
∑ (2𝑖 − 1)[𝑙𝑜𝑔 𝐹 (𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆) + 𝑙𝑜𝑔 𝑆 (𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)]
𝑛
𝑖=1           (2.80) 

 

These estimators can also be obtained by solving the nonlinear equations; 

 

∑(2𝑖 − 1) [
𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝐹(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)
+
𝜇1(𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑆(𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)
]

𝑛

𝑖=1

= 0 

 

 

∑ (2𝑖 − 1) [
𝜇2(𝑥𝑖:𝑛|𝛼,𝛽,𝜆)

𝐹(𝑥𝑖:𝑛|𝛼,𝛽,𝜆)
+
𝜇2(𝑥𝑛+1−𝑖:𝑛|𝛼,𝛽,𝜆)

𝑆(𝑥𝑛+1−𝑖:𝑛|𝛼,𝛽,𝜆)
]𝑛

𝑖=1 = 0,                  (2.81) 

      

 

∑ (2𝑖 − 1) [
𝜇3(𝑥𝑖:𝑛|𝛼,𝛽,𝜆)

𝐹(𝑥𝑖:𝑛|𝛼,𝛽,𝜆)
+
𝜇3(𝑥𝑛+1−𝑖:𝑛|𝛼,𝛽,𝜆)

𝑆(𝑥𝑛+1−𝑖:𝑛|𝛼,𝛽,𝜆)
]𝑛

𝑖=1 = 0                                         

 

The right-tail Anderson-Darling estimators �̂�𝑅𝑇𝐴𝐷𝐸 , �̂�𝑅𝑇𝐴𝐷𝐸  and �̂�𝑅𝑇𝐴𝐷𝐸  of the parameters 𝛼, 𝛽 and 𝜆  are 

obtained by minimizing, with respect to 𝛼, 𝛽 and 𝜆, the function;  

 

𝑅(𝛼, 𝛽, 𝜆) =
𝑛

2
− 2∑ 𝐹(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛
𝑖=1 −

1

𝑛
∑ (2𝑖 − 1) 𝑙𝑜𝑔 𝑆 (𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)
𝑛
𝑖=1                            (2.82) 

 

These estimators can also be obtained by solving the nonlinear equations: 

 

𝜕

𝜕𝛼
𝑅(𝛼, 𝛽, 𝜆) = 2∑𝜇1(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

−
1

𝑛
∑(2𝑖 − 1) 𝑙𝑜𝑔

𝜇1(𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑆(𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0, 

 
𝜕

𝜕𝛽
𝑅(𝛼, 𝛽, 𝜆) = −2∑ 𝜇2(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛
𝑖=1 −

1

𝑛
∑ (2𝑖 − 1) 𝑙𝑜𝑔

𝜇2(𝑥𝑛+1−𝑖:𝑛|𝛼,𝛽,𝜆)

𝑆(𝑥𝑛+1−𝑖:𝑛|𝛼,𝛽,𝜆)
𝑛
𝑖=1 = 0,                      (2.83) 

 

𝜕

𝜕𝜆
𝑅(𝛼, 𝛽, 𝜆) = 2∑𝜇3(𝑥𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

−
1

𝑛
∑(2𝑖 − 1) 𝑙𝑜𝑔

𝜇3(𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑆(𝑥𝑛+1−𝑖:𝑛|𝛼, 𝛽, 𝜆)

𝑛

𝑖=1

= 0, 
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3 Shapes of CDF, Density and Hazard Function 
 

Fig. 1 shows the cdf of the OCE distribution for different parameter values. It can be observed that as x gets 

closer to zero the CDF approaches zero and as x gets bigger the CDF approaches one. This satisfies the 

condition of a CDF, which states that the limit of a CDF as x approaches zero must be zero and the limit of CDF 

as x approaches infinity must be 1. 

 

 
 

Fig. 1. CDF of the OCE Distribution 

 

Fig. 2 also shows the density plots of the OCG distribution. The density plots for various parameter values 

exhibit different kinds of shapes; most of the plots are uni-modal in shape with different degrees of kurtosis. For 

the various parameter values that were used, it can be observed that some of the plots exhibit a right-skewed 

shape, whereas a significant number also showed a left-skewed shape. In addition, for some parameter values, 

the density plot exhibits a higher altitude. 

 

 
 

Fig. 2. PDF of the OCE distribution 

 

Fig. 3 depicts the various shapes of the survival function for the OCE distribution for various parameter values. 

It shows that the survival function decays very quickly as it approaches one for some parameter values, 

indicating low reliability. Furthermore, the survival function decays slowly as it approaches one for some 

parameter values, indicating high reliability. 
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Fig. 3. Survival function plots for the OCE distribution 

 

Fig. 4 shows the plots of the hazard function of the OCE distribution for different parameter values. It can be 

observed that the hazard function can be a constant and can also increase exponentially. It can also be a bathtub 

and also decrease exponentially. Furthermore, for a few selected parameter values, the hazard plot shows an 

upside-down bathtub shape, which is an indication that the OCE distribution is appropriate for modeling lifetime 

data. 

 

 
 

Fig. 4. Hazard function diagram for OCG distribution 

 

3.1 Simulation 
 

The various estimators are compared using Monte-Carlo’s simulations by analyzing the behaviour of the OCE 

estimators. To verify these estimators, the Root Mean Square Error (RMSE) and the Average Bias (AB) are 

computed. The sample sizes of 50, 100, 200 and 400 were considered in the study and the R software was used 

to estimate the proposed model’s parameters. The experiment is replicated 10,000 times to compare the AB and 

RMSE of the three estimation techniques suggested in this study. The AB and RMSE are computed as: 

 

𝐴𝐵 =
1

𝑁
∑ (�̑�𝑖 − 𝜃)
𝑁
𝑖=0                                                                                                                     (3.1)         
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𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (�̑�𝑖 − 𝜃)
𝑁
𝑖=0

2
                                                                                                                 (3.2) 

 

where �̑� is the estimation parameters of the OCE distribution that is 𝜃 =(𝛼, 𝛽, 𝜆). The simulation results for 𝜃 

=(3.5, 0.5, 0.01) and 𝜃 =(4.5, 1.5, 0.01) are presented in the Tables 1 and 2 respectively. The best estimation 

method depends on an estimator having a minimum estimate and a decreasing Abs.  

 

Table 1 displays the AB and RMSEs of the MLE, WLSE and ADE for the OCE distribution for the increasing 

dataset size, 𝑛 and fixed parameter values for 𝛼, 𝛽and 𝜆. It shows that both the AB and RMSE decrease as the 

size of the dataset increases. It features the rank which is computed by summing the superscript of the AB and 

RMSE values for the three estimators at each dataset size. The superscript is assigned from the smallest to the 

largest on each row with the smallest having the superscript (1) and the largest having the superscript (3). It also 

reveals that the MLE is the best estimator for the OCE distribution. 

 

Table 1. Simulations results for α=3.5, β=0.5, λ=0.01 

 

n Estimate Parameters MLE WLSE ADE 

50 AB 𝛼 

𝛽 

𝜆 

20.59581 

10.59192 

2.14502 

24.70022 

4.97971 

3.87403 

65.28483 

18.57483 

1.60521 

 RMSE 𝛼 

𝛽 

𝜆 

12.08041 

6.68783 

1.25021 

20.74193 

3.91742 

2.17013 

19.97432 

3.67181 

1.79332 

 ∑Rank   101 143 122 

      

100 AB 

 

𝛼 

𝛽 

𝜆 

4.01771 

0.99981 

0.37332 

4.04572 

1.04182 

0.56273 

17.91003 

4.41463 

0.34931 

 RMSE 

 

𝛼 

𝛽 

𝜆 

8.02431 

3.60703 

0.96213 

11.82072 

2.17802 

0.50982 

11.96473 

2.13831 

0.41461 

 ∑Rank   113 133 122 

      

200 AB 𝛼 

𝛽 

𝜆 

3.33552 

0.25351 

0.05191 

1.52151 

0.34612 

0.10413 

10.19203 

1.49963 

0.05462 

 RMSE 𝛼 

𝛽 

𝜆 

5.08421 

0.98282 

0.11012 

6.86893 

1.19963 

0.31713 

5.96822 

0.94251 

0.08611 

 ∑Rank   91 153 122 

      

400 AB 

 

𝛼 

𝛽 

𝜆 

3.50951 

0.51571 

0.04792 

4.00433 

0.65093 

0.03561 

3.65032 

0.56602 

0.06283 

 RMSE 𝛼 

𝛽 

𝜆 

3.50951 

0.51571 

0.04792 

4.00433 

0.65093 

0.03561 

3.65032 

0.56602 

0.06283 

 ∑Rank   91 132 143 

 

Table 2 shows the AB and RMSE values for the three estimators. It can be observed that the MLE ranks the 

smallest making it the best estimator amongst the three estimators for the OCE distribution. 
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Table 2. Simulations results for α=4.5, β=1.5, λ=0.01 

 

n Est Parameters MLE WLSE ADE 

50 AB 𝛼 

𝛽 

𝜆 

10.31452 

11.31732 

1.64531 

3.58231 

7.30721 

1.67612 

38.79463 

16.70893 

1.79593 

 RMSE 𝛼 

𝛽 

𝜆 

9.24411 

8.00223 

0.67622 

9.67833 

5.35292 

0.70283 

9.42662 

4.35171 

0.41221 

 ∑Rank   111 122 133 

      

100 AB 𝛼 

𝛽 

𝜆 

2.68511 

4.01501 

0.55243 

3.03192 

4.16662 

0.35542 

17.84833 

7.10503 

0.20651 

 RMSE 𝛼 

𝛽 

𝜆 

6.07941 

3.55152 

0.34481 

7.00823 

3.73843 

0.42773 

6.65682 

2.49311 

0.35232 

 ∑Rank   91 153 122 

      

200 AB 𝛼 

𝛽 

𝜆 

1.52911 

2.21422 

0.12612 

1.56502 

1.79791 

0.21603 

8.56233 

3.20253 

0.04631 

 RMSE 𝛼 

𝛽 

𝜆 

4.17721 

2.87133 

0.11952 

4.19682 

2.30542 

0.22783 

4.54823 

1.54781 

0.03541 

 ∑Rank   111 133 122 

      

400 AB 𝛼 

𝛽 

𝜆 

0.40711 

0.65471 

0.05943 

0.89112 

0.80042 

0.04472 

4.06913 

1.51733 

0.01511 

 RMSE 𝛼 

𝛽 

𝜆 

2.69712 

1.04762 

0.06252 

2.54771 

1.36153 

0.10263 

2.76223 

1.01791 

0.01041 

 ∑Rank   111 133 122 

 

A closer look at Tables 1 and 2 indicates that the MLE performs better than the other estimators. The RMSE 

appears to decrease with increasing number of data points. This is the same for the average bias (AB) for the 

three estimators and thus the MLE can be used in the application of OCE distribution. 

 

3.2 Application  
 

The OCE was compared to the Odd Chen Weibull (OCW), Odd Chen Rayleigh (OCR), Rayleigh, Cauchy, 

Generalized Inverse Weibull and the Modified Extended Chen by applying them to real-life data and observing 

their AIC and the p-values for their parameter.  

 

Dataset I: This is the unscheduled downtime for milling processing at a mining company. This dataset is in 

hours and contains 29 data points.  

 

7.6, 12.1, 20.7, 23.8, 53.7, 22.4, 2.91, 54.8, 27.1, 28, 30, 12.2, 28.7, 21.3, 7.1, 7.7, 8.2, 5.8, 14.9, 19.2, 36.3, 

74.5, 22.4, 35.5, 13.3, 11.4, 9.1, 29.1, 26.9   

  

Dataset II: Survival times of patients with acute myelogenous leukaemia. This dataset was picked from [1]. It 

contains 33 data points  

 

65, 156, 100, 134, 16, 108, 121, 4, 39, 143, 56, 26, 22, 1, 1, 5, 65, 56, 65, 17, 7, 16, 22, 3, 4, 2, 3, 8, 4, 3, 30, 4, 

43  
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Table 3. Descriptive statistics of the two above-mentioned datasets 

 

Data  n  min.  𝑄1  median  mean  𝑄3  max  Skew.  Kurto.  Var  Sd  

I  29  2.91  11.40  21.30  22.99  28.70  74.50  1.31  1.60  268  16.4  

II  33  1  4.00  22.00  40.88  65.00  156.00  1.11  -0.06  2181  46.7  

  

From Tables 4 and 5, it can be observed that the OCE distribution has the highest log likelihood of -116.3209 

and -153.3405. It also has the smallest AIC value of 238.6419 in Table 4 and 312.6810 in Table 5 as compared 

to the other fitted distributions. The p-values of the OCE in most cases are lower than the other distributions, 

proving that the OCE can perform better than the other distributions.  

 

Table 4. Comparison criteria for data set I 

 

Distribution  -L  AIC  CVM (P-value)  AD (P-value)  KS(P-value)  

OCE  -116.3209  238.6419   0.0499  

(0.8806)  

 0.3586  

(0.8877)  

 0.1109  

(0.8683)  

OCW  -116.5975  241.1951   0.0579  

(0.8310)  

 0.4151  

(0.8325)  

 0.1220  

(0.7809)  

OCR  -116.3662  238.7323   0.0513  

(0.8719)  

 0.3691  

(0.8778)  

 0.1132  

(0.8517)  

Rayleigh  -118.4599  238.9199   0.2321  

(0.2133)  

 1.5678  

(0.1613)  

 0.1781  

(0.3166)  

Cauchy  -123.2769  250.5539   0.0995  

(0.5905)  

 0.7613  

(0.5085)  

 0.1511  

(0.522)  

GIW  -119.3165  244.6331   0.1304  

(0.4577)  

 0.8139  

(0.4700)  

 0.1566  

(0.476)  

MEC  -116.9755  239.9510   0.0800  

(0.6958)  

 0.4572  

(0.7893)  

 0.1351  

(0.6651)  

 

Table 5. Comparison Criteria for Dataset II 

 

Distribution  -L  AIC  CVM (P-Value)  AD (P-value)  KS (P-value)  

OCE  -153.3405  312.6810   0.0932  

(0.6221)  

 0.6345  

(0.6148)  

 0.1344  

(0.5907)  

OCW  -153.3508  314.7016   0.0932  

(0.6219)  

 0.6351  

(0.6142)  

 0.1342  

(0.5921)  

OCR  -153.4761  312.9522   0.0946  

(0.615)  

 0.6417  

(0.6082)  

 0.1354  

(0.5804)  

Rayleigh  -188.6356  379.2713   1.9215  

(1.14e-05)  

23.5960  

(1.818e-05)  

 0.4255  

(1.296e-05)  

Cauchy  -172.8878  349.7756   0.6688  

(0.0146)  

 4.2108  

(0.0070)  

 0.2931  

(0.0069)  

GIW  -155.9985  317.9971   0.1444  

(0.4088)  

 0.8935  

(0.4174)  

 0.1490  

(0.4561)  

MEC  -154.3179  314.6358   0.0908  

(0.6348)  

 0.6242  

(0.6242)  

 0.1326  

(0.6078)  
*p-values are in bracket 
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Fig. 5. CDF Plot for the OCE and the selected distributions 

 

 
 

Fig. 6. PDF Plots for the OCE and the selected distributions 

 

 
 

Fig. 7. CDF Plot for the OCE and the selected distributions 
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Fig. 8. PDF Plot for the OCE and the selected distributions 

 

Fig. 5 and 6 show plots of some selected distributions. It can also be observed in both Fig. 5 and 6 that the OCE 

distribution is a better fit for the Unscheduled Downtime dataset (dataset I) than the other selected distributions. 

This confirms the observations in Table 2.  

 

Furthermore, Figs. 7 and 8 show a plot of the selected distributions and it can be observed that the OCE 

distribution is a better fit for the Unscheduled Downtime dataset than the other selected distributions. 

 

4 Conclusion    
 

In this study, a new continuous probability distribution with a flexible hazard rate is introduced and discussed 

for the Oden Chen Distribution. Its properties were investigated accordingly. The parameter estimates were 

carried out using the maximum likelihood method. 

 

The hazard function displays different shapes of failure rates, both monotonic and non-monotonic. Datasets of 

varying kinds can mostly fit well with distributions with the type of hazard function. The generated distribution 

exhibits varied shapes of density and failure rates for various combinations of parameter values, making it 

particularly adaptable in modelling datasets. Additionally, the outcomes of conducted simulations demonstrate 

that the maximum likelihood estimators of the distribution are consistent. Two real-life data were fitted with this 

distribution, and the results revealed that the OCE distribution performed better than the Odd Chen Weibull, 

Odd Chen Rayleigh, Rayleigh, Cauchy, Generalised Inverse Weibull and the Modified Extended Chen 

distributions.  
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