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Abstract 
 
This paper deals with the problem of delay-dependent robust H∞ filtering for switched T-S fuzzy 
systems with interval time-varying delays and parameter uncertainties. This represents a novelty 
in this research domain since to the best of our knowledge there is no paper, in the literature, 
dealing with the delay-dependent robust H∞ filtering for switched T-S fuzzy systems time-
varying delays. Our attention is focused on the design of a full order filter that guarantees the 
filtering error system to be robustly stable with a prescribed H∞ performance. By choosing a 
new Lyapunov function and using the convexity property, new sufficient conditions are derived 
for stability robustness of the filtering error systems and are expressed in terms of linear matrix 
inequalities. Finally, three examples are provided to demonstrate the effectiveness and the 
superiority of the proposed design methods. 

 

Keywords: T-S fuzzy systems; switched systems; interval time-delay systems; H∞ filter; linear 
matrix inequality (LMI). 

 

1 Introduction 
 
Over the past few years, the state estimation of dynamic systems has been extensively 
investigated [1,2,3]. Compared with the traditional Kalman filtering, the �∞  filter technique has 
several advantages. First, the noise sources in the �∞ filtering setting are arbitrary signals with 
bounded energy or average power, and no exact statistics are required to be known [4]. Second, 
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the �∞ filter has been shown to be much more robust to parameter uncertainty in a control system. 
This advantage renders the �∞ filtering approach very appropriate in some pratical applications. 
The �� − �∞ filtering technique is used in [5,6]. 
 

In recent years, T-S fuzzy model approach has been extended to �∞ filter or controller design 
[7,8,9]. The problem of delay dependent robust �∞ filtering for T-S fuzzy time delay systems with 
exponential stability was studied in [10]. In [11] the H∞ filtering of time-delay T-S fuzzy systems 
was addressed by employing a piecewise Lyapunov-Krasovskii functional. In the case when 
parameter uncertainty appears in T-S fuzzy system, the robust stability �∞  filter for a class of 
Takagi-Sugeno (T-S) fuzzy descriptor was addressed in [12]. 
 

Many practical models in manufacturing, communication networks, automotive engine control, 
chemical processes etc can be described by switched models [13-15]. The idea of switching 
controller is introduced in order to overcome the shortcomings of the single controller and improve 
system performance [16–18]. Some methods have been used in the study of switched systems 
such as the multiple Lyapunov function [19]. Controller switching strategy is also motivated by 
increasing performance requirements in control, especially in the presence of large uncertainties or 
disturbances [20]. In [21], the exponential stability and guaranteed cost of switched linear systems 
with mixed varying delays are studied. A few results are encountered in the literature for T-S fuzzy 
switched systems with time delays. The delay dependent exponential stability is studied for 
systems with norm bounded uncertainties in [22], and in [23] the stability robustness of T-S fuzzy 
systems with two additive time varying delays is investigated by using the free weighting matrices 
approach. In addition, the state estimation problem has been investigated for switched systems 
with different performance indexes including H∞ filtering design [24,25], Sufficient conditions for 
the existence of the filter parameters are derived by introducing slack variables to eliminate the 
cross coupling of system matrices and Lyapunov matrices and formulated in terms of LMIs [24]. In 
[25], H∞ filtering design is developed by using switched Lyapunov functional approach for discrete 
time switched systems with time delay. In [26], the problem of exponential H∞ filtering for a class 
of continuous-time switched linear system with interval time-varying delay are studied based on 
the free-weighting matrix approach. Although we have cited many references dealing with H∞ 
filtering and stability, the problem of delay-dependent robust H∞ filtering for T-S fuzzy switched 
systems with interval time delays has not been investigated.  
 

For uncertain switched T-S fuzzy time delay systems, this paper discusses the design methods of 
delay dependent robust H∞ filter. The parameter uncertainties are assumed to be time varying but 
norm-bounded. The delay is time-varying with bounded magnitude and time derivative. Based on 
Lyapunov-Krasovskii approach, we propose a design method of a filter that makes the filtering 
error dynamics asymptotically stable for all admissible uncertainties and achieves a prescribed H∞ 
norm performance level. Sufficient conditions for the existence of the filter are derived and 
formulated in terms of LMIs. Finally, three numerical examples are given to show the effectiveness 
and the superiority of the proposed design methods. 
 

2 Preliminaries and Problem Formulation 
 
Consider a class of switched systems with T-S fuzzy subsystems as follows  
 

R�:If η
�
 (t) is W �

�, η
�
 (t) is W �

�, . . . , η
�
(t) is W �

� 
 

Then  
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⎩
⎪
⎨

⎪
⎧ ẋ

(t)= �A�σ + ΔA�σ(t)�x(t)+ �A��σ + ΔA��σ(t)�x�t− τ(t)� + �B��σ + ΔB��σ(t)�ω(t)                   

y(t)= �C�σ + ΔC�σ(t)�x(t)+ (C��σ + ΔC��σ(t))x�t− τ(t)� + (D��σ + ΔD��σ(t))ω(t)          

z(t)= �L�σ + ΔL�σ(t)�x(t)+ (L��σ + ΔL��σ(t))x�t− τ(t)� + (G��σ + ΔG��σ(t))ω(t)                      

x(t)= ϕ(t)       t∈ [− h� ,0]    i= 1,… .,r                                                                                                       

�(2.1) 

Where x(t) ∈��  is the state vector; ω(t) ∈ ��  is the disturbance input vector that belongs to �� 
[0,∞); y(t) ∈ ��  is the measured output vector, z(t) ∈ ��  is the signal vector to be estimated, ϕ 
∈C([−h� , 0], R

n
) is a compatible vector-valued initial function, with norm ‖ϕ‖=supθ∈[��� ,�]‖ϕ(θ)‖. 

η
�
(t), η

�
(t),… η

�
(t) are the premise variables and W �

� ,l=1,…,s are  the fuzzy sets. r is the number of 

IF-THEN rules, the piecewise constant function σ denoting σ(t): [0, ∞)  Ƒ= {1,…,N} is a switching 
signal to specify, at each time instant t, the index σ ∈ Ƒ of the active subsystem, i.e. σ = j means 
that the j

th
 subsystem is activated. In this case, the system matrices are denoted  A�� ,A���, 

Bω��,C��,C���,Dω�� ,L�� ,L��� and Gω�� for constant matrices and, ΔA��(t),ΔA���(t), ΔBω��(t),ΔC��(t),

ΔC���(t),  ΔDω��(t),ΔL��(t) ,ΔL���(t), ΔGω��(t) for parameter uncertainties, which are assumed to be 

of the form: 
 

[ΔA��(t) ΔA���(t) ΔBω��(t)] = D������ (t) [E���� E���� E����]                                

[ΔC��(t) ΔC���(t) ΔDω��(t)] = D������ (t) [E���� E���� E����]                                             (2.2)  

[ΔL��(t) ΔL���(t) ΔGω��(t)] = D��� ��� (t) [E���� E���� E����],                                           

 
where E����, E����, E����,E����, E����, E����,E����, E����, E����,D���, D��� and D���  are known constant 

matrices with appropriate dimensions, ��� (t) are unknown time-varying matrices with Lebesgue 

measurable elements bounded by: 
 

 F��
�(t) F��(t)≤ I                                                                                                                    (2.3) 

 
τ(t) is a bounded time varying delay, assumed to be differentiable, τ̇(t)= d, and satisfies:  
  
             0≤ h� ≤ τ(t)≤ h�           

d� ≤ d ≤ d�                                                                                                                       (2.4) 
 
By using the center-average defuzzifier, product inference and singleton fuzzifier, the global 
dynamics of T–S fuzzy system (2.1) can be inferred as 
 

⎩
⎪⎪
⎨

⎪⎪
⎧ ẋ(t)= ∑ µ

�
(η(t))��A��+ ΔA��(t)� x(t)+ �A���+ ΔA���(t)� x�t− τ(t)� + �Bω��+ ΔBω��(t)� ω(t)��

���   

y(t)= ∑ µ�(η(t))
�
��� ��C��+ ΔC��(t)� x(t)+ (C���+ ΔC���(t))x�t− τ(t)� + �Dω��+ ΔDω��(t)�ω(t)�     

                                                                   

z(t)= ∑ µ
�
(η(t))��L��+ ΔL��(t)� x(t)+ (L���+ ΔL���(t))x�t− τ(t)� + �Gω��+ ΔGω��(t)�ω(t)�

�
���          

x(t)= ϕ(t)                   t∈ [−h� ,0]                                                                                                                 

�(2.5) 

 

Where µ
�
 (η (t)) =  ��(η(t))/∑ w ��η(t)�

�
���  , �� (η(t))=∏ W �

��η
�
(t)��

���  

 

W �
��η

�
(t)�  is the grade of the membership function of η

�
(t) in W �

�, some basic properties of  

µ
�
 (η(t)) are:   µ

�
 (η (t)) ≥0,  ∑ µ

�
(η(t)) �

��� =1. 

 
In this paper, we consider the following fuzzy filter: 
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�

ẋ�(t)= ∑ µ
�
(η(t))�A���x�(t)+ B���y(t)�

�
���

z�(t)= ∑ µ
�
(η(t))�C���x�(t)+ D���y(t)�

�
���

x�(0)= 0

�                                                                              (2.6) 

                        
Where x�(t)∈ ��   is the filter state,  z�(t)∈ ��  is the estimation vector of z(t) in fuzzy system 
(2.1), A���,B���,C��� and D��� are the filter matrices with appropriate dimensions, which are to be 

designed. 
From (2.5) and (2.6), we can obtain the filtering error system: 
 

⎩
⎪
⎨

⎪
⎧ẋ�(t)= �A��+ ΔA��(t)� x�(t)+ ( A���+ ΔA���(t))x��t− τ(t)� + �B�ω�+ ΔB�ω�(t)� ω(t)                       

e(t)= �C��+ ΔC��(t)� x�(t)+ ( C���+ ΔC���(t))x��t− τ(t)� + �D�ω�+ ΔD�ω�(t)� ω(t)                       

x�(t)= �Φ
�
(t) 0�

�
,⩝ t∈ [− h�,0],                                                                                              

�    (2.7) 

                                                                                                                                                                                                                  
Where  x�(t):= col {x(t) x�(t)}, e(t):= z(t) - z�(t) 
 

A��=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� �
A�� 0

B���C�� A���
�; 

 

A���=∑ µ
�
(η(t))�

��� ∑ µ
�
(η(t))�

��� �
A��� 0

B���C��� 0
�; 

 

B���=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� �
B��� 0

B���D��� 0
�;                                                                              (2.8)      

                      

C��=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� [L��− D���C�� −C���]; 

 

C���=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� [L���− D���C���] ; 

 
D�ω�=∑ µ

�
�η(t)��

��� ∑ µ
�
�η(t)��

��� [Gω��− D���Dω��] ; 

 

And ΔA��(t)= ∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� �
ΔA��(t) 0

B���ΔC��(t)) 0
�; 

 

ΔA���(t)=∑ µ
�
(η(t))�

��� ∑ µ
�
(η(t))�

��� �
ΔA���(t) 0

B���ΔC���(t) 0
�; 

 

ΔB�ω�(t)=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� �
ΔBω��(t) 0

B���ΔDω��(t) 0
�; 

 
ΔC��(t)=∑ µ

�
�η(t)��

��� ∑ µ
�
�η(t)��

��� [ΔL��(t)− D���ΔC��(t) 0] ; 

 

ΔC���(t)=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� [ΔL���(t)− D���ΔC���(t)] ;                                            (2.9) 

 

ΔD�ω�(t)=∑ µ
�
�η(t)��

��� ∑ µ
�
�η(t)��

��� [ΔGω��(t)− D��� ΔDω��(t))] ; 

 
The robust H∞ filtering problem to be addressed in this paper is formulated as follows: 
 
Given the switched T-S fuzzy time-delay system (2.5) and a prescribed level of noise attenuation γ 
> 0, determine a filter in the form of (2.6) such that the following requirements are satisfied: 
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(a)  The system (2.7) with � (t) = 0 is asymptotically stable, 
(b)  Under zero initial conditions, for any nonzero ω (t) ∈ �� [0, ∞) and all admissible 

uncertainties, (2.7) satisfies 
 

‖e‖� < �‖ω(t)‖�                                                                                                       (2.10) 
                                                        

The following lemmas will be useful are introduced. 
Lemma 2.2 [27]: Let Q = Q� , Ω, E, and F (t) satisfying F�(t)F(t) ≤ I are appropriately dimensioned 
matrices, the following inequality: 
 

Q + ΩF(t)E +E�F�(t)Ω
�
< 0 

 
Is true, if and only if the following inequality holds for any scalar � > 0  
 

Q+ ε��ΩΩ�+εE�E< 0 
 
Lemma 2.3 [28]: For any two matrices X and Y, we have 
 

X�Y + Y�X ≤ εX�X + ε��Y�Y 
 
Where X ∈ R� ×� ,Y ϵR� ×� , and � is any positive constant. 
 

3 Fuzzy � ∞ Performance Analysis 
 
In this section, we propose sufficient stability criteria with an H∞ norm bound performance index 
for the filter error system (2.10).  
 
Remark 3.1. The nominal system of (2.7), i.e., ����(�)= �����(�)=����� (�)= ����(�)= �����(�)=

����� (�)= ����(�)= �����(�)= ����� (�) = 0 is reduced to the system as follows 

 

�

��̇(�)= �����(�)+ �������� − �(�)� + ��� �� (�)

�(�)= �����(�)+ �������� − �(�)� + ��� � � (�)

��(�)= [� �(�) 0]�,⩝ � ∈ [− ℎ�,0]             

�                                                                      (3.1) 

 
Where ���,����, ��� �,���,���� ��� ��� � are defined in (2.8). In this case, we investigate the asysmptotic 

stability and we can state the following theorem  
 
Theorem 3.1 :Given scalars 0 ≤ ℎ� ≤ ℎ� ,  �� ≤ ��  and γ>0, the filter error system (3.1), is 
asymptotically stable and has a prescribed �∞ performance level γ, for all differentiable delay τ 

(t) ∈ [ ℎ�,ℎ�]  if there exist positive definite matrices ��,��,��,��,� = �
�� ��
∗ ��

�,��,�� and real 

matrices ���,(� = 1,2;� = 1,2,… ,6) with appropriate dimensions such that the following LMIs (3.2) 

are feasible where � = ��,�� ��  
 

����
�

=

⎣
⎢
⎢
⎢
⎡���

�
+ �− ��

����� + ������ + ����
���

�� ℎ����
��� �����

��� ���� ���
�

∗ − �� 0 0 0
∗ ∗ − �� 0 0
∗ ∗ ∗ − �� 0
∗ ∗ ∗ ∗ −�⎦

⎥
⎥
⎥
⎤

< 0           (3.2) 

 
Where 
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���
�
=

⎣
⎢
⎢
⎢
⎢
⎢
⎡
���� ���� �� 0 ���� ����
∗ ���� 0 0 ���� ����

∗ ∗ �� − �� + �� − �� − �� 0 �� 0
∗ ∗ ∗ −�� − �� − �� �� 0

∗ ∗ ∗ ∗ − (1 − �)(�� − ��)− 2�� 0

∗ ∗ ∗ ∗ ∗ −���⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

���� = ����� + ���
� �� + ��������� + ���

� ����
� ��

� + ��-�� 

 
���� = ������ + ���

� ��
� + ���

� ����
� ��;  ����=������ + ����

� �� 

 
���� = ������ + ���������� ;  ���� = ��

����� + ����������                                                   (3.3) 

 
���� = ���� �� + �������� �� ;    ���� = ��

��� �� + �������� ��  

 
�� = [0 0 0 −� � 0];  �� = [0 0 � 0 − � 0]; 

 

��:= ���� ��� ��� ��� ��� ����, p=1,2 

 
��� ≔ [��� 0 0 0 ���� ����]                                                                                    (3.4) 

 

��� ≔ ���� − ������� − ���� 0 0 ���� − �������� �� �� − ������ ��� 

 
Proof: We introduce the following Lyapunov Krasovskii functional: 
 

�(�,���) =��(�,���)+ ��(�,��)                                                                                          (3.5) 

 
Where ��� denotes the function ��(�)  defined on [t-ℎ�,�], 
 

��(�,���)= ���(�)���(�)                                                                                                    (3.6) 

 

��(�,��)= ∫ ��(�)
�

����
���(�)��+∫ ��(�)

����
����

���(�)��+∫ ��(�)
����
���(�)

���(�)��+             (3.7)  

 

∫ ��(�)
���(�)

����
���(�)��+ℎ� ∫ ∫ �̇�(�)

�

���

�

���
���(̇�)���� + �� ∫ ∫ �̇�(�)

�

���

���
���

���(̇�)����  

 

Where �� , �� , �� , �� , �� , �� , and P=�
�� ��
∗ ��

� are symmetric positive definite matrices with 

appropriate dimensions and �� = ℎ� − ℎ�. 
 
Let, 

�:= col{�(�) ��(�) �(� − ℎ�) �(� − ℎ�) �(� − �(�)) �(�)}                                       (3.8) 
 

Then, the error system (2.7) can be written as, 
 

⎩
⎪
⎨

⎪
⎧��̇(�)= ∑ µ

�
(η(t))∑ µ

�
(η(t))�

���
�
��� �

���
���

�ξ  

e(t)=  ∑ µ
�
�η(t)� ∑ µ

�
�η(t)��

���
�
��� ���ξ     

��(�)= [� �(�) 0]                                        

�                                                                        (3.9)          

Where ��� are defined in (3.4) and ��� ≔ �������� ���� 0 0 �������� ������ ���. 
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Using the expressions in (3.5) and taking the time-derivative of  V (t,x��) along the solution of (3.1) 
we obtain 
 

�̇�(�,���)= 2∑ µ
�
(η(t))∑ µ

�
(η(t))�

���
�
��� ���(�)� �

���
���

�ξ                                                       (3.10)  

       
�̇�(�,��)= ��(�)���(�)− ��(� − ℎ�)�� �(� − ℎ�)+ ��(� − ℎ�)�� �(� − ℎ�) 

−��(� − ℎ�)�� �(� − ℎ�)+ ��(� − ℎ�) �� �(� − ℎ�)- (1-�)��(� − �(�)) �� �(� − �(�)) 
 

+ (1-
�)��(� − �(�)) �� �(� − �(�))− ��(� − ℎ�)�� �(� − ℎ�)+ ℎ�

��̇�(�) ���(̇�)−

ℎ� ∫ �̇�(�)���(̇�)�� +
�

����
��
��̇�(�) ���(̇�)− �� ∫ �̇�(�)���(̇�)��                          

����
����

             (3.11) 

  
Since τ (t)∈ [ℎ�,ℎ�], we define ρ (t) = ( ℎ� − �(�))/�� , �� = ℎ� − ℎ�, and we use lemma 2.3. The 
following inequalities are obtained, 
 

-ℎ� ∫ �̇�(�)���(̇�)�� ≤ �
�(�)

�(� − ℎ�)
�
�

�
− �� ��
∗ −��

��
�(�)

�(� − ℎ�)
�

�

����
                                (3.12) 

 

−�� ∫ �̇�(�)���(̇�)��
����
����

=− �� ∫ �̇�(�)���(̇�)��
���(�)

����
− �� ∫ �̇�(�)���(̇�)��

����
���(�)

 

 

=−  (ℎ� − �(�))∫ �̇�(�)���(̇�)�� 
���(�)

����
- (�(�)- ℎ�)∫ �̇�(�)���(̇�)��

����
���(�)

 

 

−  (1 − �(�))�� ∫ �̇�(�)���(̇�)��
���(�)

����
 −  �(�)�� ∫ �̇�(�)���(̇�)��

����
���(�)

 

 

≤ �

�(� − ℎ�)
�(� − ℎ�)

�(� − �(�))
�

�

�

− �� 0 ��
∗ − �� ��
∗ ∗ −2��

� �

�(� − ℎ�)
�(� − ℎ�)

�(� − �(�))
� 

 

- (1 − �(�)) �� ∫ �̇�(�)���(̇�)��
���(�)

����
- �(�)�� ∫ �̇�(�)���(̇�)��

����
���(�)

                                  (3.13) 

 
In addition, by the Leibniz- Newton formula, the following equations are true for any real 
matrices ��� , p= 1, 2; q=1, 2,…, 6 with appropriate dimensions: 

 

0 = 2���1 − �(�)����� ��(� − �(�))− �(� − ℎ�)− ∫ �(̇�)��
���(�)

����
�, 

0 = 2���(�)�
��� ��(� − ℎ�)− �(� − �(�))− ∫ �(̇�)��

����
���(�)

�,                                         (3.14) 

 
�� ≔ ���{��� ��� ��� ��� ��� ���}, 

 
Tacking account of (3.10)-(3.12) and (3.13)-(3.14), we can write, 
 

�̇(�,��)− ����(�)�(�)≤ �µ
�
(η(t))� µ

�
(η(t))

�

���

�

���

{������ 

 

−�� (1 − �(�)) ∫ (���� + �̇�(�)��)��
��(��

�� + ���(̇�))��
���(�)

����
−

�� �(�)) ∫ (���� + �̇�(�)��)��
��(��

�� + ���(̇�))��}
����
���(�)

                                                                           (3.15) 
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Where  
 

��� = �1 − �(�)�����
�

+ �(�)����
�

 

 

����
�
:= ���

�
 + �−��

����� + ���� + ����
���

��+ℎ�
����

������+��
����

������ + ��
���

���
����              (3.16)                                                                                      

 

With ��,(� = 1,2),  ���
�

, �� and  �� are defined in (3.3). 

 
Notice that, since �� > 0, ρ (t) ∈ [0,1], (3.15) implies the following: 
 

�̇(�,��)− ����(�)�(�)≤ ∑ µ
�
(η(t))∑ µ

�
(η(t))�

���
�
��� ������                                           (3.17) 

 

Due to ρ (t) ∈ [0,1], ��� <0 if ����
� < 0, p=1, 2.  

 

Applying the Schur Complement  ����
� < 0 is equivalent to the following LMIs: 

 

����
� =

⎣
⎢
⎢
⎡���

�
+ �−��

����� + ������ + ����
���

�� ℎ����
��� �����

��� ����
∗ − �� 0 0
∗ ∗ − �� 0
∗ ∗ ∗ − �� ⎦

⎥
⎥
⎤

< 0, p=1,2         (3.18) 

   

And ����
� < 0 leads for � = �� �� ��  ,  to the following: 

 
�����

�� = ����
� �

����
< 0; � =1, 2                                                                                               (3.19) 

 
Notice that  
 

����
�

=
��� �

�����
����

��
+

���� 

�����
����

��
                                                                                            (3.20) 

 

Therefore, the LMIs (3.19) imply (3.18), and ����
�
 is convex in � ∈ [��,��], for p=1,2.  

 
Consequently, if the two LMIs (3.18) are feasible, then  ��� < 0. It follows from (3.17) that   

 
�̇(�,��)− ����(�)�(�)< 0 

 
From the above analysis, it can be easily seen that the asymptotic stability of the error system can 
be obtained for �(�)= 0, that is  �̇(�,��)< 0. 
 
Next, assuming that ��(�)= 0, for all � ∈ [−ℎ�,0], we prove that for prescribed performance level 
γ>0, the H∞ performance ‖�‖� <  �‖�(�)‖� is guaranteed for all nonzero �(t) ∈ ��[0,∞). 
 
Since  ∑ µ

�
(η(t))�

��� = 1, we can write  ��(�)�(�)= ∑ µ
�
(η(t))∑ µ

�
(η(t))�

���
�
��� �����

� ����, and (3.17) 

lead to the following, 
 

�̇(�,��)≤ ∑ µ
�
(η(t))∑ µ

�
(η(t))�

���
�
��� �������� − ��(�)�(�)+ ����(�)�(�)�,                        (3.21)         

Where  
 

���� = �1 − �(�)������
�

+ �(�)�����
�
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�����
�

= ���
�

 + �− ��
����� + ���� + ����

���
��+ℎ�

����
������+��

����
������ + ��

���
���

����+���
� ���                (3.22)   

 

If the condition (3.2) holds, then by using the Schur Complement we obtain �����
�

< 0  for p=1,2 and 

consequently ���� < 0 because of ρ(t) ∈ [0,1]. In the same way as above, we can show that 

����
�

< 0,(� = 1,2) are also convex in  d ∈ [��,��]. Thus, we have, 

 
               �̇(�,��)≤ − ��(�)�(�)+ ����(�)�(�)                                                                (3.23) 

 
Integrating both sides of (3.23) from 0 to ∞ on t, and considering the zero initial condition, we 
obtains 
 

                ∫ ��(�)�(�)< �� ∫ ��(�)�(�)
∞

�

∞

�
                                                                        (3.24) 

 
That is ‖�‖� <  �‖�‖� , 
 

Let  ���
�
= ���

�
− ��

����� + ������ + ����
���

�; ���
�
= �ℎ����

� �� �����
��� ���� ���

� �;  

�� = ���� {��,��,��,�}; ��
� = ���

� + ���
��������

��; and, 

�� = �(��,��,��,��,��,��)�/(��,��,��,��,��,��)��
�(��,��,��,��,��,��)� < 0� 

 
Then  ∪���

� �� = ℝ����/{0}. Construct the following sets: 

 
��̅ = ��, ��̅ = �� − ��̅, …, 

 
��̅ = �� −∪���

��� ��̅, …, ��̅ = �� − ∪���
��� ��̅ 

 
We get ∪���

��� ��̅ = ℝ����/{0}, ��̅ ∩ ��̅ = ∅  � ≠ �                                                                (3.25) 

 
Now we construct the switching rule SR as, 
 
σ = j when � = (��(�),���(�),��(� − ℎ�), �

�(� − ℎ�),�
�(� − �),��(�))� ∈  ��̅  , j∈  {1,2,,…,N}. So, 

when ξ ∈  ��̅, the ���  subsystem is activated. This completes the proof.                            ■ 

 
Remark 3.2: Theorem 3.1 presents a sufficient condition of asymptotic stability of the error system 

with time delay and guarantees an H∞ norm bound performance level . If we consider the non 
switched system of (3.1), our result reduces to that obtained in [29]. Clearly, the results of [29] 
cannot be used for switched fuzzy systems. This shows that our results may be viewed a 
generalization of the results of [29]. 
 
Next, we will investigate the system subject to the uncertainties. In this case we are interested with 
the robust stability and a criterion is stated in the following corollary. 
 
Corollary 3.1 : Given a scalars 0 ≤ ℎ� ≤ ℎ�, �� ≤ �� and γ>0, the filtering error system (2.7) is 
robustly stable with a prescribed �∞ performance level γ , for all differentiable delay τ(t) ∈[ ℎ�,ℎ�], if 

there exist positive definite matrices ��,��,��,��,� = �
�� ��
∗ ��

�,��,��, real matrices ���,(� =

1,2;� = 1,2,… ,6) with appropriate dimensions, and positive scalars ��,��,�� such that the following  
LMIs are feasible where � = ��,��  
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����
�� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡����

�
�� ���� �� ���� �� ����

∗ −��� 0 0 0 0 0
∗ ∗ − ��� 0 0 0 0
∗ ∗ ∗ −��� 0 0 0
∗ ∗ ∗ ∗ − ��� 0 0
∗ ∗ ∗ ∗ ∗ − ��� 0
∗ ∗ ∗ ∗ ∗ ∗ − ���⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

<0                                            (3.26) 

 

Where ����
�

are define in (3.2), (3.3), (3.4) and 

�� = �����
� �� ����

� ��
� 0 0 0 0 ℎ�����

� �� ������
� �� 0 0�

�
 

�� = �����
� ����

� ��
� ����

� ����
� �� 0 0 0 0 0 0 0 −����

� ����
� �

�
 

�� = �0 0 0 0 0 0 0 0 0 ����
� �

�
                                                                  (3.27) 

�� = [����� 0 0 0 ����� ����� 0 0 0 0]� , 
 
Proof: Replacing ���, ����, Bω��, ,���, ����,�� ��,���,���� ��� �� �� by ��� + ����(�), 

���� + �����(�), ���� + ����� (�), ��� + ����(�),  ���� + �����(�),�� �� + ��� ��(�), 

��� + ����(�),  ���� +  �����(�) and �� �� + ��� ��(�) in (3.2) respectively, using lemma 2.2, lemma 2.3 

and by Schur Complement we obtain the LMI defined in (3.26).  
This completes the proof.         
 

4 Fuzzy H∞ Filter Design 
 
In the sequel, the following theorem provides sufficient conditions for the existence of a filter in the 
form (2.6) assuring an H∞ performance for system (3.1) and shows how to determine the 
parameter matrices of the filter. 
 
Theorem 4.1 : Given scalars 0 ≤ ℎ� ≤ ℎ� , �� ≤ ��  and γ>0, the filter error system (3.1), , is 
asymptotically stable and has a prescribed �∞ performance level γ, for all differentiable delay τ 
(t) ∈[ ℎ�,ℎ�]  if there exist positive definite matrices ��, U, ��,��,��,��,��,��,  and real matrices 

����, ����, ����, ���� , (� = 1,… ,�; � = 1,… ,�) , and �̂�
� = ���{���

� �̂��
� ���

� ���
� ���

� ���
� },   

(� = 1,2;� = 1,… ,�), with appropriate dimensions such that the following LMIs are feasible where 
� = ��,��  
 
i. U-�� < 0                                                                                                                                 (4.1) 

ii. ��
�(�,�)=

⎣
⎢
⎢
⎢
⎡����

�
+ �−��

����� + ���̂�
� �� + ����

�(�̂�
� )�� ℎ�����

� �
�
�� ������

� �
�
�� ���̂�

� ����
� �

�

∗ −�� 0 0 0
∗ ∗ −�� 0 0
∗ ∗ ∗ −�� 0
∗ ∗ ∗ ∗ −� ⎦

⎥
⎥
⎥
⎤

<0  (4.2) 

Where 
 

����
� =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
����� ����� �� 0 ����� �����
∗ ����� 0 0 ����� �����
∗ ∗ �� − �� + �� − �� − �� 0 �� 0
∗ ∗ ∗ − �� − �� − �� �� 0

∗ ∗ ∗ ∗ − (1 − �)(�� − ��)− 2�� 0

∗ ∗ ∗ ∗ ∗ − ���⎦
⎥
⎥
⎥
⎥
⎥
⎤

 

 
����� = ����� + ���

� �� + ������� + ���
� ����

� + ��-�� 
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����� = ���� + ���
� � + ���

� ����
� ;            �����=���� + ����

�  

 
����� = ����� + �������� ;         ����� = ����� + �������                                                (4.3) 

 
����� = ������ + �������� ;             ����� = ����� + ��������  

 
���
� ≔ [��� 0 0 0 ���� ���� ] 

 

���
� ≔ ���� − ������� −���� 0 0 ���� − �������� ���� − �������� � 

 
Moreover, the filter matrices can be constructed by 
 

���� = �����
��,���� = ����,���� = �����

��,���� = ����  (i=1,2,…,r; j=1,2,…,N)              (4.4) 

 
Proof: Since U>0, there exist a nonsingular real n×n matrix ��  and a real n×n matrix �� > 0 such 
that U=����

����
� . Define,  

 
J:=diag {I, ��

����,�,�,�,�,�,�,�,�}                                                                                    (4.5) 
 

Multiplying ��
�
 (�,�),� = 1,2 defined in  (4.2) by �� on the left and by � on the right, taking,  

 
��� ≔ ����

���̂��,  �̅�� = ��
�������

����,���� = ��
������, ��̅� = �����

����,���� = ����,       (4.6) 

   

and replacing (����, ����,����,����) in  ����
�

 , defined in (3.2) by (�̅��,����,��̅�,����), we obtain, 

 

              ����
�

= ����
�
 (�,�)� , p=1,2                                                                                            (4.7)   

  

So ��
� (�,�)< 0 if  ����

� < 0. On the other hand, it is clear from (4.1) that 

 

�� -U= �� − ����
����

� > 0 . Applying Schur Complement yields �
�� ��
∗ ��

�>0. Therefore, we can 

conclude from theorem 3.1 that the filter described by,  
 

�
�̅(̇�)= ∑ µ

�
�η(t)��

��� (�̅���̅(�)+ �����(�))

�(̅�)= ∑ µ
�
�η(t)��

��� (��̅��̅(�)+ ����y(t))
�                                                                                       (4.8)          

 
Where ( �̅��,����,��̅�,����) are defined in (4.6), guarantees the asymptotically stable with the 

prescribed H∞ noise attenuation level γ of the filtering error system (3.1). 
 
Next, let  ��(�)= ���̅(�) then from (4.8) we obtain the filter system (2.6) with the matrices given by 
(4.4).  
 

Now, let  ���
� = ����

� − ��
����� + ���̂�

� �� + ����
��̂�

� �, ���
� = �ℎ�����

� �� ������
� �� ���̂� ����

� � 

�� = ���� {��,��,��,�}, ���
� = ����

� + ����
� ��������

� �
, and 

�� = �(��,��,��,��,��,��)�/(��,��,��,��,��,��)���
� (��,��,��,��,��,��)� < 0� 

 
Then  ∪���

� �� = ℝ����/{0}. Constructing the sets ��̅, j=1,…,N, and the switching rule in the same 

way as in the previous section completes the proof.                                                     
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Remark 4.2. In theorem 4.1, the problem of constructing the matrices of the filter system of the 
form (2.6) that guarantees the asymptotic stability with H norm bound attenuation of the error 
system was investigated. The H filtering problem was investigated in[30] and [26] for switched 
systems and in [31] for fuzzy systems. To the best of our knowledge, the H filtering problem has 
not been investigated for TS fuzzy switched systems. So, our approch gives an insight into stability 
and H filtering analysis and synthesis. For lack of existence of results in the subject studied in 
this paper, we will compare, through numerical examples, our approach with that of references 
[26,30] considering only switched systems, and with [31] considering T-S fuzzy systems. 
  
Next, similar to corollary 3.1, the main result for uncertain T-S fuzzy switched systems is presented 
in the following corollary  
Corollary 4.1: Given scalars 0 ≤ ℎ� ≤ ℎ� , �� ≤ ��  and γ>0, the filtering error system (2.7), is 
robustly stable with a prescribed �∞ performance level γ, for all time varying delays τ (t) ∈ [ ℎ�,ℎ�]  
if there exist positive definite matrices �� , U, ��,��,��,��,��,��,  real matrices 

����, ����, ����, ���� , (� = 1,… ,�; � = 1,… ,�) , and �̂�
� = ���{���

� �̂��
� ���

� ���
� ���

� ���
� },   

(� = 1,2;� = 1,… ,�), with appropriate dimensions, and positive scalars ��,��,��  such that the 
following LMIs are feasible where � = ��,��  
 
i. U-��<0                                                                                                                             (4.9) 

 

ii. ����
��

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡��

�
 (�,�) �� ���� �� ���� �� ����
∗ − ��� 0 0 0 0 0
∗ ∗ − ��� 0 0 0 0
∗ ∗ ∗ −��� 0 0 0
∗ ∗ ∗ ∗ −��� 0 0
∗ ∗ ∗ ∗ ∗ − ��� 0
∗ ∗ ∗ ∗ ∗ ∗ −���⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

<0                                      (4.10) 

 

Where ��
�
 (�,�),�� ��� �� are defined in (4.2) and (3.27) respectively. Moreover, the filter matrices 

can be constructed by (4.4). 
 

5 Examples 
 
In this section, three examples are given to show the effectiveness of the proposed method and to 
compare with the literature results.  
 
Example 5.1 ([30], [31]):  Consider the following time-delay fuzzy system 
 
Rule 1: If η

�
(t) is �� 

 

Then   

⎩
⎪
⎨

⎪
⎧
ẋ(t)= ����(�)+ ������� − �(�)� + ����� (�)                                            

�(�)= ����(�)+ ������� − �(�)� + ����� (�)     
                                                                      

�(�)= ����(�)+ ������� − �(�)� + ����� (�)                                       

x(t)= ϕ(t)                   t∈ [−h� ,0]                        

�  

And 
 
Rule 2: If η

�
(t) is ��  
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Then  

⎩
⎪
⎨

⎪
⎧
ẋ(t)= ����(�)+ ������� − �(�)� + ����� (�)            

�(�)= ����(�)+ ������� − �(�)� + ����� (�)            
                                                                      

�(�)= ����(�)+ ������� − �(�)� + ����� (�)              

x(t)= ϕ(t)                   t∈ [−h� ,0]                                      

� 

 

With ��� = �
− 2.1 0.1
1 − 2

�; ��� = �
− 1.9 0
− 0.2 −1.1

�; ���� = �
− 1.1 0.1
− 0.8 −0.9

�; 

 ���� = �
− 0.9 0
− 1.1 − 1.2

�; ���� = �
1

−0.2
�; ���� = �

0.3
0.1

�; ��� = [1 0]; ��� = [0.5 − 0.6]; 

 ���� = [−0.8 0.6]; ���� = [− 0.2 1];���� = 0.3; ���� = − 0.6; ��� = [1 −0.5];  
��� = [−0.2 0.3]; ���� = [0.1 0]; ���� = [0 0.2]; ���� = 0; ���� = 0; 
Our purpose is to determine the minimum H∞ prescribed attenuation level γ for which the error 
system is asymptotically stable. Taking  ℎ� = 0.3, we compute γ for different values of  ℎ� . The 
results are summarized in Table 1. In table 2 we present the results for various values of  ℎ� when 
 ℎ� = 0.2. It is clear that the results obtained with our method are better than those obtained by 
applying the existing methods [30,31]. 
 

Table 1. Minimum values of H∞ performance γ for given delay �� with �� = �.� 
 

 ℎ�=1 ℎ�=0.8 ℎ�=0.6 ℎ�=0.5 
γ [29] 0.37 0.35 0.34 0.34 
γ [30] 0.3481 0.3405 0.3322 0.3264 
γ (theorem 4.1) 0.2116 0.2007 0.1853 0.1750 

 
Table 2. Minimum values of H∞ performance γ for given delay �� with �� = �.� 

 
 ℎ�=1 ℎ�=0.8 ℎ�=0.6 ℎ�=0.5 
γ [30] 0.3307 0.3244 0.3158 0.3148 
γ (theorem 4.1) 0.2124 0.2014 0.1857 0.1751 

 
For ℎ� = 0.3,ℎ� = 1, the filter parameters as given as follows: 
 

���� = �
 − 7.9117 − 3.7469
5.5546 0.9479

�;���� = �
− 2.2407   −0.3109
0.0384 −1.9337

� ; ���� = �
− 0.4551
0.3802

�; 

 ���� = �
− 0.1321
0.2398

�;���� = [−7.7611 −2.3596]; ���� = [0.0481   −1.9574]; 

 
Example 5.2 [26]: In this example two cases are presented to demonstrate the effectiveness of 
the proposed approach. Namely system with constant delay and system with time varying delay.  
 
Case 1: consider a time varying delay switched nominal system (3.1), where  ℎ� = 0.2 ,  
�� = 0 ,�� = 0.4, �=2 with the following two subsystems  
 
Subsystem 1 is described by 
 

��� = �
− 2 0
0 −0.9

� ;���� = �
− 1 0
0 −1

� ;���� = �
0
1
� ;��� = [1 0];���� = [0 1]; 

���� = 1; ��� = [1 2];���� = [1 0];���� = 0.1 ; 
 
And subsystem 2 is described by 
 

��� = �
− 2 0
0 −0.7

� ;���� = �
− 1 0
− 1 −1

� ;���� = �
− 0.5
2

� ;��� = [0 1];���� = [1 2]; 

���� = 1;  ��� = [2 1];���� = [0 1];���� = 0.2; 
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Applying the results of [26], the maximum time delay ℎ� is found to be ℎ� = 0.6. Applying theorem 
4.1 of this paper we obtain ℎ� = 09030. It is easy to verify that the results in this paper are less 
conservative than the ones obtained in [26].  The filter parameters are given by, 
 

���� = 10� × �
0.5513 − 7.4723
0.2242 − 3.0191

�; ���� = �
− 4.2492
−1.1140

� 

���� = 10� × [0.1523 − 2.0473];  ���� = − 0.2272 

 

���� = 10� × �
0.0948 − 1.2768
0.0408 − 0.5489

�; 

 

���� = �
− 3.3350
−0.9112

� 

���� = 10� × [0.2306 − 3.0986];  ���� = 0.6106 

  
Case 2: consider a time delay switched nominal system (3.1), where ℎ� = 0.3 ,�� = 0 ,�� = 0, �=8, 
with the following two subsystems  
 

Subsystem 1 is described by 
 

��� = �
− 0.2 0
0 − 0.8

� ;���� = �
− 1 0
− 1 − 1

� ;���� = �
0
1
� ;��� = [1 0];���� = [0 1]; 

 
���� = 1; ��� = [1 0];���� = [1 0];���� = 0.1 ; 
And subsystem 2 is described by 
 

��� = �
− 0.1 0
0 − 1

� ;���� = �
− 1 0
0 −1

� ;���� = �
− 0.5
1

� ;��� = [0 1];���� = [1 0]; 

 
���� = 1;  ��� = [1 1];���� = [0 1];���� = 0.1; 
 
Computing the upper bound ℎ� of time delay, we obtain by applying our results and those of [26], 
ℎ� =1.4270 and ℎ�  =1 respectively.  It is easy to verify that the results in this paper are less 
conservative than the ones obtained in [26]. The filter parameters are given by, 
 

���� = �
0 − 3.2600 1.5006
− 1.2327 0.0318

�; ���� = �
−0.2092
1.1343

� 

���� = [−1.8983 0.4018];  ���� = 0.0290 

 

���� = �
− 1.0478 0.8190
2.3136 − 3.5177

�; 

 

���� = �
1.0905
−0.8014

� 

���� = [−0.3187 −0.5311];  ���� = − 0.6148 

 
Example 5.3: In this section, we provide a numerical example to illustrate the developed H∞ filter 
design approach. The uncertain T–S fuzzy switched time-delay system is described by two rules: 
 
For the subsystem 1 
 
Plant Rule 1:If η1 (t) is �� 
 

⎩
⎪
⎨

⎪
⎧�

(̇�)= ���� + ����(�)��(�)+ ����� + �����(�)���� − �(�)� + ����� + �����(�)��(�)             

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + (���� + �����(�))�(�)               

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + ����� + �����(�)��(�)               

�(�)= �(�)       � ∈ [−ℎ� ,0]    � = 1,… .,�                                                                                                     

� 
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⎩
⎪
⎨

⎪
⎧�

(̇�)= ���� + ����(�)��(�)+ ����� + �����(�)���� − �(�)� + ����� + �����(�)��(�)   

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + ����� + �����(�)��(�)     

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + ����� + �����(�)��(�)     

�(�)= �(�)       � ∈ [− ℎ� ,0]    � = 1,… .,�                                                                                           

� 

 
Plant Rule 2:  If η2 (t) is �� 
 

⎩
⎪
⎨

⎪
⎧�

(̇�)= ���� + ����(�)��(�)+ ����� + �����(�)���� − �(�)� + ����� + �����(�)��(�)      

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + ����� + �����(�)��(�)       

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + (���� + �����(�))�(�)         

�(�)= �(�)       � ∈ [− ℎ� ,0]    � = 1,… .,�                                                                                               

� 

 
And for the subsystem 2 
Plant Rule 1: If η1 (t) is �� 
 

⎩
⎪
⎨

⎪
⎧ �(̇�)= ���� + ����(�)��(�)+ ����� + �����(�)���� − �(�)� + ����� + �����(�)��(�)                    

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + (���� + �����(�))�(�)             

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + (���� + �����(�))�(�)                          

�(�)= �(�)       � ∈ [− h� ,0]    � = 1,… .,�                                                                                             

� 

 
Plant Rule 2: If η

�
(t) is �� 

 

⎩
⎪
⎨

⎪
⎧ �(̇�)= ���� + ����(�)��(�)+ ����� + �����(�)���� − �(�)� + ����� + �����(�)��(�)           

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + (���� + �����(�))�(�)    

�(�)= ���� + ����(�)��(�)+ (���� + �����(�))��� − �(�)� + (���� + �����(�))�(�)                

�(�)= �(�)       � ∈ [− h� ,0]    � = 1,… .,�                                            

� 

 

Where ��� = �
17 − 1
0 − 9

� ;���� = �
− 10 0
−0.15 − 1

� ;���� = �
0
− 2

� ;��� = [− 1 0]; 

���� = [0 1];���� = 0.3; ��� = [−0.2 0.3]; ���� = [1 0]; ���� = − 0.5;  

��� = �
− 19 0
0 − 9

� ;���� = �
1 0

0.05 −1
�; ���� = �

0
− 2

� ;��� = [−0.21 0]; 

���� = [0 1]; ���� = 0.3; ��� = [− 0.2 0.3]; ���� = [0 1]; ���� = − 0.02; 

��� = �
− 12 0
−0.5 − 9

� ;���� = �
− 10 0
−1 − 1

� ; ���� = �
−0.5
−2

� ;��� = [0 1]; 

���� = [1 2];���� = 0.3;��� = [−0.2 0.3]; ���� = [1 0]; ���� = − 0.15; 

��� = �
− 12 0
0 − 9

� ;���� = �
−0.0021 0

−1 −1
� ; ���� = �

− 0.5
− 0.2

� ;��� = [0 1];  

���� = [1 2];���� = − 0.6;��� = [− 0.2 0.3]; ���� = [0 −1]; ���� = 0.6; 
 
The membership functions  �� and ��  are given by 
 

�� �η
�
(t)� = �

−1            ��� �� < −1
�

�
+

�

�
��  ��� |��| ≤ 1

1            ��� �� > 1

�   And  ��(η�(t))= �

0            ��� �� < −1
�

�
+

�

�
��  ��� |��| ≤ 1

1            ��� �� > 1

�  

 
The parameter uncertainties ����(�),�����(�),�����(�),����(�), �����(�), �����(�),   

����(�),�����(�) ��� �����(�), i=1,2, j=1,2 are assumed to satisfy (2.2) and (2.3) with 

���� = �
0

− 0.5
� ;����� = [0 0.3]; ����� = [0.2 0]; ����� = 0.1; ���� = 0.8; 
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����� = [0 0.3]; ����� = [0.2 0]; ����� = 0.1; ���� = 0.002; ����� = [0.1 0]; 

 ����� = [0.1 0]; ����� = 0.1;���� = �
0
0.3

� ; ����� = [0.5 0];����� = [0 −0.2]; 

����� = 0.2; ���� = 0.6; ����� = [0.5 0];����� = [0 − 0.2]; ����� = 0.2; 

���� = 0.001;����� = [0.2 0]; ����� = [0.2 0]; ����� = − 0.5; ���� = �
0

− 0.5
� ; 

 ����� = [0 0.3];����� = [0.2 0]; ����� = 0.1;���� = 0.8; 
����� = [0 0.3];����� = [0.2 0]; ����� = 0.1;���� = 0.004;����� = [0.1 0]; 

����� = [0.1 0]; ����� = −0.2;���� = �
0
0.3

� ; ����� = [0.5 0];����� = [0 − 0.2]; 

����� = 0.2;���� = 0.6;����� = [0.5 0];����� = [0 −0.2]; ����� = 0.2; 
���� = 0.002;����� = [0.2 0];����� = [0.2 0]; ����� = −0.2; 
Given ℎ� = 0,�� = 0 ,�� = 0.2 and the upper bound ℎ� =  4.2 
 
The H∞ performance level is specified to be 0.9 8. Applying corollary 4.1, the filter parameters are 
obtained in the following. 

���� = �
−217.0968 −124.6463
−14.7098 −125.1392

�; ���� = �
0.0147
0.0052

� 

���� = [−3.7125 5.7636];  ���� = -0.0025 

 

���� = �
−283.1316 − 67.5379
1.6472 −135.6281

�; ���� = �
0.0038
0.0086

� 

���� = [1.0019 −10.2763];  ���� =0.0140 

 

���� = �
− 13.8393 58.5614
−0.7136 − 136.5757

�; ���� = �
0.041

−0.0073
� 

���� = [7.6017 −25.5315];  ���� = -4.5541× 10�� 

  

���� = �
−153.6803 −20.050
− 4.1752 −154.7375

�; ���� = �
−0.0102
−0.0178

� 

���� = [3.5613 −24.1776];  ���� = -0.0392 

 

6 Conclusion 
 
In this paper, we have established delay dependent conditions for asymptotic stability with H∞ 
norm bound attenuation level for T-S fuzzy switched systems with interval time-varying delays. The 
obtained conditions are extended to cover the robust stability in the case when the system is 
subject to time varying bounded perturbations. The results are expressed in terms of LMIs whose 
feasibility permits us to construct the matrices of a filter and guarantees the asymptotic or robust 
stability of a filtering error system. The H∞ filtering problem for the class of uncertain T-S fuzzy 
switched systems with interval time-varying delays has not been considered before. So our results 
are news and represent a starting point for the analysis and synthesis in this research domain.. 
The obtained results are less conservative than the existing ones. Numerical examples show the 
effectiveness and the less conservativeness of the proposed method. 
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